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Act I 

going forward, is privacy what is at stake?

Work in collaboration with Martha Poon, Joris van Hoboken, Femke Snelting



“data is the new oil”?

data broker industry that guarantees revenue through profiling, targeting ads,  

data compared to a natural resource that can be extracted and exploited 

privacy scholars interpret it as “personal data” 

focuses attention on user facing services (consumption) rather than B2B (production) efforts 



shrink wrap software



the turn to agile

shrink wrap services

waterfall model agile programming

PC cloud



shrink wrap services

server (thin) client 
model

binary runs solely on 
client side

requires matching soft & 
hardware

data “secured”	  by 
service

collaborative

updates and maintenance 
server side

updates & maintenance 
cumbersome

user has control (oh no!)

pay as you use/trialpay in advance

enterprise apps

Microsoft Word office 365



version 
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purchase

shrink wrap software 
production use

time

pay per use

service bundle 

use



picture album creation service

authentication payment maps
embedded media

social

CRM

team integration

production tools

UX capture

SDK/PaaS cybersecurity performance

AB Testing

advertisement

data brokers analytics



data: more like a lubricant
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advertisement

data enables business optimization

Computing costs: CapEx -> OpEx

optimization of (computational) resources



feedback

features
business agility
business KPIs

OpEx
using AI and blockchain



feedback
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business agility
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OpEx
using AI and blockchain

going forward, is privacy what is at stake?

information/surveillance/
privacy

optimization 
harms? 

protections?



Act II

optimization systems, a category of their own?

Work in collaboration with Martha Poon, Joris van Hoboken, Femke Snelting, 
Carmela Troncoso, Bekah Overdorf, Bogdan 



information and communication technologies

optimization systems



optimization systems

feedback is metricized under the authority of objective functions (optimization)

production and consumption collapsed to enable incremental and adaptive production

capture and manipulate behavior and environments for extraction of value 

capture real- time feedback from users and (operational) environments (cybernetics)  



optimization systems

1. techniques of logistics and control, 2. discourses legitimating a mathematical state as a solution to social 
contention. (McKelvey, 2018)

collapsing production and consumption often masks labor as a data extraction/computation process

capture and manipulate behavior and environments for extraction of value 

introduce a logic of operational control that focuses on outcomes rather than processes (Poon, 2016)

conversion of social, political, cultural, governance issues into economic problems

conflation of allocation of resources with maximization of profit/management of risk. 
“consequences of systematic error will be more difficult to observe and control” (Gandy, 2010)



risks and harms 

social sorting

mass manipulation

asymmetrical concentration of powers

majority dominance

minority erasure



risks and harms 

social sorting

mass manipulation

asymmetrical concentration of powers

majority dominance

minority erasure

even if you addressed privacy, these problems could arise!

optimization systems, a category of their own?



Act III

what could go wrong with optimization?



example: location services

if they are optimizing transport, what is the 
problem?



co-creation of ideal geographies

http://www.dailymail.co.uk/news/article-3709079/A-road-gridlocked-
thousands-Pok-mon-players-swarm-Rhodes-Sydney-street.html

http://www.dailymail.co.uk/news/article-3709079/A-road-gridlocked-thousands-Pok-mon-players-swarm-Rhodes-Sydney-street.html
http://www.dailymail.co.uk/news/article-3709079/A-road-gridlocked-thousands-Pok-mon-players-swarm-Rhodes-Sydney-street.html


Add somewhere that we 
borrow from traffic 

engineering and AI safety 
literature for this



optimizing for asocial behavior  
or negative environmental outcomes



“Without question, the game changer has 
been the navigation apps... When the 
primary roads become congested, it 

directs vehicles into Leonia and pushed 
them onto secondary roads. We have had 

days when people can’t get out of their 
driveways.”

disregard non-users

disregard environments



benefit a few



can we identify common externalities of optimization? 

disregard non-users and environmental impact

benefit a few

exploration risksdistributional shift distribution of errors

reward hacking mass data collection

all while potentially optimizing for asocial behavior  
or negative environmental outcomes



can we identify common externalities of optimization? 

disregard non-users and environmental impact

benefit a few

exploration risksdistributional shift distribution of errors

reward hacking mass data collection

all while potentially optimizing for asocial behavior  
or negative environmental outcomes

fairness



problems with fairness frameworks 

focuses on a narrow definition of harms in the in the inputs and outputs 
of an algorithm in a decontextualized manner

proposes to mitigate discrimination harms at the discretion of a service 
provider that has incentives to optimize otherwise

wherein these service providers exist in an interlocked web of 
systems that introduce or amplify existing injustices

narrows politics and contestation to the re-design of the algorithm which may 
not be the site of the problem and may not be the site of the solution

all of the above cements centralization of (utilitarian) decision making, with 
some claim to fairness, while reducing opportunities for political contestation

confirms the use of data from (dodgey) data markets without questioning 
computational power



Act IV

Protective Optimization Technologies?



enter POTs 



enter POTs (in the wild) 

“So he decided to put up his own, virtual 
roadblock: namely, reporting bogus 

traffic data to try to trick the app into 
sending motorists away.”“Miami police have tried to pollute 

Waze’s data stream to foil the app’s 
tracking of police, speed trap and DUI 

checkpoint locations.”
“The students managed to simulate a 

traffic jam that lasted for hours, causing 
motorists on Waze to deviate from their 

planned routes.”



enter POTs (in the wild) 

“So he decided to put up his own, virtual 
roadblock: namely, reporting bogus 

traffic data to try to trick the app into 
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Developing POTs

ad-hoc responses: systematize/effectiveness
design tools that allow users to reoptimize themselves and 

their environment

POTs: when adversarial machine learning meets PETs



optimization systems
capture and manipulate behavior and environments for extraction of value 

act I: privacy has become a subproblem 

act II: optimization systems are a different beast

act IV: we need solutions from the outside (independent of service providers)

act III: optimization systems introduce externalities even if you address (differential) privacy



Developing POTs: Step 1

Identify externalities

disregard non-users and environmental 
benefit a few

exploration risksdistributional distribution of 

reward hacking mass data collection

all while potentially optimizing for asocial behavior  



Developing POTs: Step 2

Define a benefit function: 
B(X,O) 

X: users, non-users, environments 
O: observation of system on X 

assume low values of B represent externality



Developing POTs

Define a benefit function: 
B(X,O) 

X: users, non-users, environments 
O: observation on X 

Look for local minima/negative outcomes! 

What inputs can you modify? 
X -> X’ 

to obtain a desirable O’



Developing POTs



POT in Academia, Arts and the Wild



Act V

Conclusions



optimization systems
capture and manipulate behavior and environments for extraction of value 

act I: privacy has become a subproblem 

act II: optimization systems are a different beast

act IV: we need solutions from the outside (independent of service providers)

act III: optimization systems introduce externalities even if you address privacy



optimization systems
capture and manipulate behavior and environments for extraction of value 

what problems are (not) solved with POTs? 

POTs as an instance of rethinking trust models and exploring alternative interventions

POTs in service integration (interventions into 3rd party services)

when and how are POTs justified? types of pots that are/n’t justified?

how can POTs be further formalized?

POTs for protection of fundamental rights (Kumar 2018)



POTs: are they morally/politically acceptable?

Brunton and Nissenbaum

dishonesty
polluting databases

costs for service providers
costs for other users and environments

POTs-by-design cannot address all externalities

more optimization cannot solve optimizations problems
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