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MILITARY APPLICATIONS
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USE AI FOR GOOD PURPOSES

“AI should cultivate

Human well-being”



MY ACTIVITIES AT TNO

Project leader of Dutch Defense research projects on 

Human-machine teaming

Meaningful Human Control

Chair of Nato activities on Meaningful Human Control

Coordinating Manning and Automation portfolio for Dutch Navy
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Why?

- To help Dutch Defense, Safety and Security 

- To help preventing harmful and unethical applications of AI

- To help adopting multiple perspectives



DUTCH DEFENSE
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HOW FAR DO WE WANT TO GO?
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(MILITARY) AI REQUIRES MULTIPLE PERSPECTVES

- Military AI roadmaps heavily rely on dual use technologies

- Applications require diverse perspectives from

- Operational users, Academia, Industry

- Multi-disciplinary: AI, Systems engineering, Human Factors, Legal, Ethics… 

- Multiple countries, ethnicities, etc. 
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NATO PERSPECTIVE





CivilianMilitaryOrganisation & Agencies



CivilianMilitaryOrganisation & Agencies

NATO 

Industry

Advisory

Group

NATO Science

and Technology 

Organisation

Centres of 

Excellence

ACT - JALLC
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MEANINGFUL HUMAN CONTROL
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AI IN DUTCH DEFENSE
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MEANINGFUL HUMAN CONTROL

The battle is too fast to allow human involvement, 

so we need autonomous AI!

Artificial ethics can make war more humane.
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MEANINGFUL HUMAN CONTROL

MEANINGFUL HUMAN CONTROL

Humans should exercise control over individual 

attacks, not simply overall operations. Only by 

prohibiting the use of fully autonomous weapons 

can such control be guaranteed.

Prohibit all LAWS!
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NATO HFM-ET-178: MHC OVER AI BASED SYSTEMS
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TNO
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WHAT IS MEANINGFUL HUMAN CONTROL?

Humans have the ability to make informed choices in sufficient time to
influence AI-based systems in order to enable a desired effect or to
prevent an undesired immediate or future effect on the environment.

Characteristics:
•Human has freedom of choice
•Human has ability to impact the behaviour of the system
•Human has time to decide to engage and sufficient situation, and system understanding 
•Human is capable to predict the behavior of the system and the effects of the 
environment (physical and information)
•Influence over AI-based systems can be achieved in various ways, such as policy-making, 
training, HMI design, organizational design, operations, etc.
•The above encompasses cases from instantaneous (e.g. number of seconds) to very 
delayed response (several hours to days, e.g. before-the-loop) to control. 
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for meaningful human control



FIVE ROLES FOR AI

AI as a substitution for human

AI as an obedient servant

AI as a human enhancer

AI as work creator

AI as a team partner
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ROLE 1 AI AS A SUBSTITUTION FOR HUMANS
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ALPHA (GO) ZERO
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AI AS A SUBSTITUTION FOR 

HUMANS REQUIRES HUMAN-

LEVEL INTELLIGENCE OR ABOVE
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MEANINGFUL HUMAN CONTROL OF AGI

Is all about designing the proper objective function…
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ROLE 2 AI AS AN OBEDIENT SERVANT

Dull Dirty 

Dangerous

Dull Dirty 

Dangerous
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OBEDIENT SERVANT REQUIRES A PREDICTABLE

ENVIRONMENT
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MEANINGFUL HUMAN CONTROL OF AN OBEDIENT

SERVANT

Samsung SGR-A1

•Laser rangefinder 

•IR thermographic camera

•Mounted weapons (stock)

• 5.56 x 45-mm automatic light machine-gun

• A lightweight 40-mm multiple-grenade launcher.



ROLE 3: AI AS A HUMAN ENHANCER
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HUMAN MACHINE INTEGRATION

Now ScifiJurriaan van Diggelen (TNO) - Human-Machine Teaming



AI AS HUMAN ENHANCER IS STILL IN ITS INFANCY
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20201973 2045?



MEANINGFUL HUMAN CONTROL FOR HUMAN ENHANCER

Requires humans to have appropriate trust in their “sixth sense”
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Black mirror s3e5: Men against fire



ROLE 4: AI AS A WORK CREATOR

Training AI
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TOWARDS CONTINUOUS DEVELOPMENT

DevelopSpecify Test Deploy

Specify Develop

Test

Deploy

Specify Develop

Deploy Test

Waterfall

Agile

AI

Systems 

Engineering
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CURRENTLY
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MHC BY AI ENGINEER

MHC is continuously exercised by

Training Machine Learning components

Simulation (red teaming)

Control engineering

…

Value-sensitive design
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Pattern Role of AI Task

properties

AI 

consequences

Human 

consequences

Substitution Ethically non-

controversial

AGI or higher Becomes

irrelevant

Obedient

servant

Predictable Must be robust Deskilling

Human 

Enhancer

Complex Integrable with

biology

Becomes

upgraded

Job creator Complex Must be

continuously

updateable

Must understand

AI technology

Teampartner Complex Must have 

teaming skills, 

s.a. XAI, TOM.

Must become

team partner

Dull Dirty 

Dangerous

Training AI
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XAI

HMT AT TNO



AI AS A TEAMPARTNER
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COMPUTER AS A TOOL
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COMPUTER AS AN ISOLATED AGENT
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COMPUTER AS A TEAMMATE
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TEAMING HAS A TEMPORAL DIMENSION
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MACHINE INITIATIVE
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RUNAWAY AI
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Specify Test



SCALES OF HUMAN MACHINE TEAMS 

Machine in isolation

Human Machine Dyad

Human Machine Team

Hybrid Multi-Team System

Hybrid Collective
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PROTO DESIGN PATTERN

GLANCEABLE VIEW

The Interdependency Inspector is not meant to be monitored continuously. In 

fact, the user will often only the Interdependency Inspector when alerted, when 

something has gone wrong or when something unexpected has happened. 

Therefore, the Inspector needs to be clear about what has recently changed in 

the overview and make important aspects salient to the user.

Salient circles are used to mark the changes in interdependency relations. Each 

change is marked with a circle, which decreases in size as time passes. Thus, 

the size of the circle serves as an indication of the recency of the change.

Missing relations that were previously connected, are marked with the same 

color.

DESIGN PROBLEM

DESIGN SOLUTION



APPLICATIONS OF MMT FOR NAVY
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prob Fishing boats

NH90

VMF

LSF, prob UAV

Situatie op t=0

beweging van kleine scheepjes 

richting eigen schip is opgemerkt

fast, prob FIAC



FIELDTESTS
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Time 
Criticality

#Actors

Timescale

Instantaneous MHC 
requires human to make 

ethical decisions during the
operation. This places
situation awareness 

constraints on the human  

MHC can be exercised before
the action by eliciting an
ethical model (e.g. goal 

function), which is used at 
runtime by the machine to
behave ethcially. However, 
eliciting an accurate ethical

model can be hard.

In large 
organisations, 

MHC is 
exercised on 
many layers. 

E.g. in 
targeting, no 
human has 
full control.

In dyads, MHC is 
regarded

between one
human, and one
AI system. E.g. in 
teleoperating a 

semi-
autonomous

drone. 

Time critical tasks
require an fast

response, 
something machines 

may be better at

Non-time critical
tasks leave time for 
the human operator 

to think the
situation over.

Dimensions of Meaningful Human Control

Formulate

solution for MHC 
using team design 

patterns

Implement

solution for MHC 
using Value-

sensitive design 
and Machine 

ethics

Test

solution for MHC 
using matrxs and

in field tests

Meaningful Human Control in Human Agent Teams

Goal of the project

To provide concrete, validated directives to Dutch defense
for developing Meaningful Human Control over AI-based
and autonomous systems in human-agent teams





QUESTIONS?


