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Fairness? Machine learning?
Wait, weren’t you that music 
person?
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The classical music tradition
• A composer writes a composition



4

The classical music tradition
• A composer writes a composition
• The composition gets performed by many interpreters



5

The classical music tradition
• A composer writes a composition
• The composition gets performed by many interpreters
• Will interpreter n+1 just re-render the same content again?
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Expectation?

École de Garcia: Traité complet de l’art du chant, 11th edition, 1901
(1st edition: 1840/1847)
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Reality!
• You weren’t always expected to strictly follow the notes 😱
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Research interest 1: description
• Represent relevant information in multimedia objects more 

holistically and comprehensively

• Multiple parallel modalities (different signal domains)
• Multiple parallel perspectives (labels & ‘anomalies’)

• ‘Vague’ (but grounded) human concepts to be translated to 
mathematical frameworks. What can possibly go wrong?
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So we wanted to perform lesser-
known works…
• Concert halls: no way! That won’t sell!
• Gain visibility, change presentation strategies, champion
• (this is risky and expensive)
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Research interest 2: exploration
• Make objects findable and retrievable, especially in cases they 

are not ‘on the radar’

• Algorithmic filtering: learn from behavioral data, but don’t 
necessarily literally re-predict it
– ‘I truly liked this’ vs. ‘I clicked on it’
– ‘no way’ vs. ‘this may work’ 

• User factors: present in accessible ways
• ‘Risky’ items need more effort. Find & create contexts in which 

this is acceptable and appreciated
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Under-representation in music

• Title-artist-album ontology: library system for pop

• Many classical works do not map well into this
• Neither do works in the genre ‘world music’

• ‘Market is too small to fix this’
– But if users won’t have a means to engage, accessibility is hampered and 

no interactions will be evidenced à self-fulfilling prophecy
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Use cases in job candidate 
screening
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The future of work
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The digital promise
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The future of getting work
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The big questions
• In a digitized, data-rich world…

• …what novel skills do workers and hiring specialists need?
• …how can/should data-driven analysis methods and 

technological interventions be integrated in candidate screening?
• …what are major ethical risks?
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A fundamental misunderstanding
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A common pipeline
[Liem et al., 2018]

https://pure.tudelft.nl/portal/files/53108731/10.1007_978_3_319_98131_4_9.pdf
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Different focus areas,
different perceptions of success
• A psychologist normally focuses on measuring and 

understanding x (and possibly y)

[Liem et al., 2018]

https://pure.tudelft.nl/portal/files/53108731/10.1007_978_3_319_98131_4_9.pdf


22

Psychometrics
• Constructs are not directly measurable, how can we trust them?

• Instruments need validity and reliability

[Liem et al., 2018]

https://pure.tudelft.nl/portal/files/53108731/10.1007_978_3_319_98131_4_9.pdf
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Big Five (‘OCEAN’)

• Openness
• Conscientiousness
• Extraversion
• Agreeableness
• Neuroticism
• Valid & reliable 

instruments exist

[Liem et al., 2018]

https://pure.tudelft.nl/portal/files/53108731/10.1007_978_3_319_98131_4_9.pdf
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• No valid & reliable 
instruments exist

• Yet, extremely popular, both 
in HR and social media

Myers-Briggs
[Liem et al., 2018]

https://pure.tudelft.nl/portal/files/53108731/10.1007_978_3_319_98131_4_9.pdf
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Different focus areas,
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• A psychologist normally focuses on measuring and 
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Different focus areas,
different perceptions of success

• A machine learning expert normally focuses on optimizing f(x)
• The data is the responsibility of the domain expert

[Liem et al., 2018]

https://pure.tudelft.nl/portal/files/53108731/10.1007_978_3_319_98131_4_9.pdf
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[Liem et al., 2018]

https://pure.tudelft.nl/portal/files/53108731/10.1007_978_3_319_98131_4_9.pdf
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ChaLearn ‘Looking at People’
• Driven by the Computer Vision community
• First impressions dataset v2:

– 10,000 15-sec. vlog excerpts from YouTube
– Transcriptions of speech
– OCEAN & invite-to-interview labels
– http://chalearnlap.cvc.uab.es/dataset/24/description/

• Qualitative & Quantitative challenges
– http://chalearnlap.cvc.uab.es/challenge/23/description/

http://chalearnlap.cvc.uab.es/dataset/24/description/
http://chalearnlap.cvc.uab.es/challenge/23/description/
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Quantitative performance
• My colleagues wanted to explicitly understand the data
• ‘Old-fashioned’ feature engineering: deep features would be 

meaningless

[Liem et al., 2018]

https://pure.tudelft.nl/portal/files/53108731/10.1007_978_3_319_98131_4_9.pdf
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Crowdsourced single-item scores

[Ponce-López et al., 2016]

[Liem et al., 2018]

https://www.researchgate.net/profile/Victor_Ponce-Lopez/publication/309741759_ChaLearn_LAP_2016_First_Round_Challenge_on_First_Impressions_-Dataset_and_Results/links/5821a7c108ae12715afe504d/ChaLearn-LAP-2016-First-Round-Challenge-on-First-Impressions-Dataset-and-Results.pdf
https://pure.tudelft.nl/portal/files/53108731/10.1007_978_3_319_98131_4_9.pdf
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Score maxima & minima
[Liem et al., 2018]

https://pure.tudelft.nl/portal/files/53108731/10.1007_978_3_319_98131_4_9.pdf
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ML wasn’t a ‘solution’ in this case

• My colleagues couldn’t handle the scale and complexity of 
multimedia input data. ML—when designed consciously—
provided a useful tool

• But researching what could make for a better, interpretable x
and y were the main interests

• If these are both unclear, you won’t gain insights by choosing a 
stronger f(x)

• I rather think my colleagues needed human-in-the-loop support 
to better reflect on their problem case
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https://www.smbc-comics.com/comic/ai-4
presented with permission by creator Zach Weinersmith

Let’s not be like this

https://www.smbc-comics.com/comic/ai-4
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https://www.smbc-comics.com/comic/ai-4
presented with permission by creator Zach Weinersmith

Let’s not be like this
• ML specialists tend to believe all 

information is in ‘the data’
• Academic narrative bias: my 

model is better than yours 
(watch the COVID-19 
discussions…)

• Non-ML specialists tend to 
believe that ‘AI’ can help fixing 
problems they do not fully 
understand

• We should be careful with:
– the ‘superhuman’ narrative
– providing a ‘quick fix’
– ‘outsourcing’ responsibility

https://www.smbc-comics.com/comic/ai-4


36

Bias and fairness
• One of the big issues in hiring: handling & promoting diversity

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-
scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
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Bias and fairness
• The minority group will not have been evidenced in historic data
• The majority group will have defined the historic example of 

‘what worked well’

• We can enforce ‘more desired’ balances between 
majority/minority groups
– But optimization procedures are blind to ‘meaningful minority’ vs. noise: 

needs explicit human steering
– You can’t be fair to all. Under restricted resources, advantaging one group 

means disadvantaging the other
– If the issue is systemic, it should be addressed at that level
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Fairness is no fixed concept
• Many (politically colored) definitions

– see Arvind Narayanan’s tutorial linked below

• Within the same problem, different stakeholders will have 
different perceptions of what is fair
– I don’t want to unrightfully be marked as a criminal (false positive)
– Enforcers don’t want for too many true criminals to walk free (false negative)

https://www.youtube.com/watch?v=jIXIuYdnyyk

https://www.youtube.com/watch%3Fv=jIXIuYdnyyk
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Trade-offs

[Hardt et al., 2016]

• ‘Just’ blind the protected variable?
• Same treatment at individual or group level?
• True/False Positives/Negatives?

https://papers.nips.cc/paper/6374-equality-of-opportunity-in-supervised-learning.pdf


40

So, no quick fixes. But there are 
things we can face
• Who are the stakeholders?
• What disagreements and trade-offs will happen?
• Does the data give room to alternative explanations?
• Should historic data (not) be replicated?

• Do we seek fairness?
– Or rather accountability / explainability / transparency on decisions that 

necessarily will be controversial?

• Decision support rather than accuracy optimization?
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