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H:E Processor Research Team,
proct Advanced AI Device Development Unit

Goal: Establish HPC & AI architectures suitable in Post-Moore Era

2020 2021 2022 2023 2024 </\7 2025 2026 2027
1 1 1 1 1 u 1 I 1 I M:;I—“w >
(1. Advancement of Fugaku Wllﬂ”’ )
6} v' Research on Functional extension with FPGAs - |
QQ \ (FPGA cluster development, specialized hardware for HPC) General pu rpose

2. Exploration of new HPC & AI architectures computing and Al

v" Research on reconfigurable accelerator (e.g. CGRA)
v" Research on next-generation AI chip architecture

/" 3. Near-sensor processing / Scientific edge-computing
6}» v' FPGA-based processing for X-ray imaging detector (RIKEN Spring-8)

SpeCiaI purpose \ v" Data-compression hardware for edge-computing (ANL)
computing NS /4, Backend of Fault-Tolerant Quantum Computers

.; A e 6?» v' Specialized hardware for quantum error correction

iRy Q (Hardware algorithms, FPGA demo targeting RIKEN quantum device)

: f n @i Q \ /
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This Talk

e Introduction

e ESSPER: FPGA Cluster for Research on Reconfigurable HPC

v Design concept and system design
v Inter-FPGA network
v' System software

e Applications
e Lessons learned

e Plan for ESSPER2

e Overview of related topics

v" RIKEN CGRA Research
v Feasibility Study on FugakuNEXT
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Introduction

As of Nov, 2024
[https://top500.0rg]

e World ranking of supercomputers 10 EFiopls
v TOP500: Ranking of HPL performance e @500
v' CPU-based vs. GPU/Acc-based oo
v' Performance improvement o WPF'DD’IS
slowed down around 2015. o T
g 100 TFlopls
é 10 TFlop/s
e System performance is limited S i trone gy
by system power. 100 GFlop/s
10 GFlop/s #1
1 GFlop/s
#500 ==
100 MFlop/s
1990 1995 2000 2005 2010 2015 2020 2025 2030 2035
Year

Q
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(el o) (e)
28.3 30 29.6

Problem : System Power Consumption

o) El Capitan

24.6

- O O 0O HPE Frontier
Average power consumption 1373 - 600000000 1
v in TOP10, TOP50, TOP500 16
15 : #1 Power
Needed to increase for 14 - in TOP10
higher system performance 13 - 5o o
v Limited improvement of 12 e Fujitsu K-computer
erformance per power 113 > 3.0x
g PETP 10 - —=¢ in5y
. 9 - o e
fr— 3 ‘, R J
10s of MW for #1 HPL machines S 8 - 227" 1op10
v Fugaku 30 MW for 442 PF S 7 - -
v Frontier 24.6MW for 1353 PF 5 6 3
; s 5 - TOP50 —— 2.6X
v El Capitan 29.6MW for 1742 PF o 4 - * Em s LT v
Q. 3 EIBM oadrunneré ”’ m —._._—._ m- - [ | u
o se Y e TOP500
System power budget 2 == — - -
= Critical constraint of é 4’" ==
System performance q) I Iq I IQ I INI Ifl,l I’)) I Ib‘ I I<° I Ib I I/\ I Iq) I Iq I IQ I ]
PO PPNV IVNINNINIIPND
WD AT AT AT AT AT AT AT AT AT AT DT A
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Introduction

As of Nov, 2024
[https://top500.0rg]

10 EFlop/s
1 EFlop/s
100 PFlop/s
10 PFlop/s
8 1 PFlop/s
C
g 100 TFlop/s
S 10 TFlop/s
e System performance is limited S ek gy @
by system power. 100 GFlopis sl
v Reached tens of MW 10 GFlopis 1
(El Capitan, Fugaku: 30MW for HPL) 1GFlopls ol
‘/ NOt easy to further Increase 10 MFIDD{ISWE&D 1995 2000 2005 2010 2015 2020 2025 2030 2035
(100MW is not real for SDGs & cost.) Year

e With capped power budget, need to increase performance per power
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What Eats Power?

e Data movement rather than computing

v We should remove unnecessary data movement,
and make it shorter.

e Unsuitable architecture

resulting in low efficiency and scalability
v" von-Neumann architectures (CPU & GPU)

cannot efficiently scale due to Inefficient
> memory-bottlenecked structure; such as ° J | mechanisms
register files and LLC slices distributed over NoC for multiple cores ° Reg. file o
> Extra mechanisms consuming power just to increase IPC (memory element) g
such as out-of-order, branch predictor, thread scheduler ° Q
T
von 6 . h
e Recent semiconductor scaling cannot save it. Neumann C) c
v Power improvement per generation is limited many-core 6 mem-update
still increasing transistor density for : cycle _ control cycle

advanced technology nodes like 4, 2, and 1.5nm ...

Communication Dominates Arithmetic

DRAM

256pJ 16n) I 4 W,

500 PJ ‘ Efficient

: - off-chip link
256-bit access

8 kB SRAM

28nm CMOS

J Source: NVIDIA |

““““““
-~ -
_______
~~~~~~
~~ -
.......

Core |$]|Core [$]|Core [$]|Core [$]
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Custom Data-Flow Computing | ——

@ Xi Yi Z B
e Data-flow computing S A C
v Localized data-movement 2
<
v Lc?wer_pressu_re On Memory access =
with highly pipelined computing Datafl £ F|O|W
by regular data streams ata- tf)w = out, controller
. . computin
v" No extra mechanisms for non-computing puting '
Inst.
1 1 1 1 Inefficient
e Customization & reconfiguration [ i)’ ol
v Higher efficiency by specialization ° Reg. file g
v Programmability for various problems o memorye'eme”t 2
@ P ﬁ
What technology is suitable for Neumann © =
. many-core mem-update
custom data-flow computing? FPGA? : cycle control cycle

— =
==~ -
-~ -

- -

-~ ——
~~ -

-~ —

- -
~~_ -

Core |$]|Core [$]|Core [$]|Core [$]
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v' Research on Functional extension with FPGAs
(FPGA cluster development, specialized hardware for HPC)

[1. Advancement of Fugaku

ESSPER: Experimental FPGA Cluster
connected with Supercomputer Fugaku
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This Work (2020~) m

t Goal : Design & demonstrate a proof-of-concept FPGA cluster for HPC research J

e ESSPER : Elastic and scalable FPGA-cluster system Open-Access paper
for high-performance reconfigurable computing :

e Contributions
v Design concept of FPGA cluster for HPC

v Classification of FPGA cluster architectures

v Proposed system stack with software-bridged APIs

v  Implementation and evaluation for FPGA-based extension
of the world’s top-class supercomputer, Fugaku
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Supercomputer

Fugaku
(installation in 2020)

iy s

A <SSy i
£ s
5 {1 S

48+ cores / 1 node — BoB Shelf Rack Fugaku
2.7+ TF CPU-Memory 2 nodes 16 nodes 48 nodes 384 nodes 158,976 nodes
Unit (CMU) 54+ TF 43+ TF 129+ TF 1+ PF 537 PF @ FP64
(414 racks)

Photos & figs by Fujitsu
Dec 6, 2024
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e latd Elastic and Scalable System for

Elastic and Scalable System

geesszl High-PErformance Reconfigurable Computing

o

Experimental prototype T ESE
for research on functional extension with FPGAs \

Supercoputer Fugaku

Connected with
16x 100m cables

Invited Talk @ FIRE FPGA Workshop Dec 6, 2024



=Xy 4 Design concept

Elastic and Scalable System

phciiiial and related work
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Challenges and Approaches for FPGA-based HPC

Productive customizability for computing HW

» No OpenCL (not limit computing models)

» FPGA Shell & HLS/HDL programming,
where any hardware can be easily
implemented

v' Able to implement various
hardware (algorithms)
on FPGA

v Inter-FPGA communication
available » FPGA Shell supporting
high-bandwidth and low-latency

network dedicated to FPGAs

v" Allow users to easily
try multi-FPGA applications

v' Able to easily extend

. ) » Software-bridged APIs
existing systems with FPGAs

to access FPGAs remotely

v Can we extend through host-FPGA bridging network

Supercomputer Fugaku?

L4 EEE 15 Invited Talk @ FIRE FPGA Workshop Dec 6, 2024
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Architecture of ESSPER

v Productive customizability

» No OpenCL (not limit computing models)
» FPGA Shell & HLS/HDL programming,

System network

‘ Computing network (Tofu-D) where any hardware can be easily
. 'k . 'k . 'k . 'k implemented
: ugaku ugaku ugaku ugaku
LEIn 19EE node node node °ee node
100m cables l coe l v Performance scalability
." """"""""""""""""""""" ) » FPGA Shell supporting
! Host-FPGA bridging network | high-bandwidth and low-latency
| .
i | | network dedicated to FPGAs
! Manage FPGA | FPGA [N FPcA
| node node node node i
| agm
l  for extension Inter- FPGA network 'l ] i
e T —-- / » Software-bridged driver and APIs

to access FPGAs remotely
through host-FPGA bridging network

ccs 16 Invited Talk @ FIRE FPGA Workshop Dec 6, 2024



Architecture Classification

Existing supercomputer

(S)M (Shared) memory n CPU FPGA | NW | Network w/o FPGAs
f— N\
System NW System / FPGA NW System NW : System NW :
oD DO DD EHE BE EE O EE D
| |
I !
M SM M M M M M M Mo

’
|
u
|
|
|
u
|
|
|
|
|
|
|
T
|
|
|
T
1

Host-FPGA NW
I

v v MM MM
L R G@

T T T
M M M M
FPGANW
FPGA NW
A. Cluster of CPUs with FPGAs B. Cluster of CPUs and FPGAs C. Clusters of CPUs with D. Loosely-coupled CPU
(distributed or shared memory) inter-connected FPGAs cluster and FPGA cluster

Our architecture
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ESSFrEN :
Elastic and Scalable System SyStem DeS|g n

for High-Performance Re-
configurable Computing
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Hardware Organization of ESSPER

FPGA Shell
. EMIF 1][EMIF 2][EMIF 3][EMIF 4 ccip
Computing nodes of Supercomputer Fugaku | l' e ; ” 'l T Avorto '
|—| 10GBASE-SR 1000BASE-T Switch | for IPMI [Read DMA | | Write DMA | HLS Computing Core
Frontend Server [T T T T T 1 i Avalon-ST T
(fsarchitgate) § 3m FPGA Server #1 FPGA #1 | e ‘ T 4x4¢c?35bar |
: 100618 (fpgaservl) _ FPGA #2 = [Fem] [Foue|
CAD Server #1 | o £ ) usr_clk

c 2 = — 2 2o mrz__| ¢ ‘ Stream
. = 3 3m FPGA Server #2 FPGA #3 @ ssoyy PCFFO | [ DCFIFO | | compiting
s CAD Server #2 | » 100G B (fpgaserv2) I 0o |widthConv| [WidthConv | Core
s =) 8 FPGA #4 §= 37TMHz ¢ | 7 1 AFU
° } = g I e [SLir#1 | [ suii#z | —
= File Server - 3m EPGA Server #3 I FPGA #5 5
£ & | 100618 (fpgaserv3) FPGA #6 R -
- ARM Server #0 3m 2 QsFp2s|| &
w (armserv0) 100G IB = o . . cables %
2 £ . ° ° w 2}
oM ARM Server #1 3m . ° ° 8
8 (armservl) 100G IB =
- ARM Server #2 am 3m FPGA Server #8 A 4 -~

(armserv2) 100G IB k 1o0GIB (fpgaservs) A #16

/

10GBAS§T x10

R@nagemenl

/

Service servers

* CAD servers
» Storage server
* ARM servers

CPU - FPGA network

* 100G Infiniband
» Software-bridged driver
(R-OPAE)

\

FPGA cluster

* x86 host servers
* FPGA boards
* |Inter-FPGA network

FPGA Shell (SoC)

* AFU Shell design

* User HW modules can be
embedded for custom
computing.

Invited Talk @ FIRE FPGA Workshop
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Design of FPGA System-on-Chip

Intel® FPGA Programmable el Enpirio FLASH usB
Acceleration Card D5005 0 !
Inter-FPGA BMc uss
Intel MAX® 10 Hub
FPGA
network QsFP28 ax25Gb D _
Networking Interface Intel DDRA4
QSFP28 4x25Gb P
"""" Networking Interface 3 DDR4
FPGA Server #1 FPGA #1 gic Elements o
s FPGA #2 2
| 16x PCle*
| FPGA Sserver #2 I FPGA #3 v
(fpgaserv2) FPGA #4 DDR4 Memories .
| I—— $ *_ e Stratix10 FPG
FPGA #5 ——— 01— lLocal
FP‘?A se“’e; #3 | | oorave A |[vFB |[vFc|[FD] 002!
(fpgaserv3) FPGA #6 bes==s F------ I-----+-----I-----":;y::I _________
[ ] ] 1 :
° N ] HSSI PHY 1 ==
. . ! il o+
1 : o
AFU Shell M HES
GECIo g e (Application I/F) : °
i HSSI
(frgaservs) FPGA #16 PP ' Rooot
| i HSSI
EpEpp——— - -4 i ] Reconf
' FIU . FME | HSSIPHY i
Fabric T HSSI
: Mode Ctri : : Controller | !
i | PCle Gen3 PR Platform ] ! 1
x16 EP Management | |1 HSSI |
1 1

Q
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Intel FPGA PAC D5005

v’ Intel Stratix 10 FPGA (14nm)

v 2753K LEs, 229 Mb BRAMs

v 5760 FP DSPs (7TF @ 600MHz)
v 8GB DDR4 x 4ch

v PCle Gen3 x16

v 2x QSFP28 (100Gb/s)

FIM (FPGA Interface Manager)
v" Fixed region including I/F
AFU (Acceleration Function Unit)

v Reconfigurable region
AFU Shell (SoC)

v" Application modules and their
interfaces (own development)

Dec 6, 2024



DeSig n Of AFU Shel I DDR4 Memories (19.2 GB/s x 4) PCle gen3 x16 (15.75 GB/s)

EMIF 1 ||EMIF 2 ||EMIF 3 || EMIF 4 CCIP
I I I I I Avalon-MM

Read DMA Write DMA

l Avalon-ST T

HLS Computing Core

4x4 Crossbar

........ 512-bit ' 4
: ¢ T ¢ T CycleCounter
| FPGASserver #1 FPGA #1 FC #1 FC #2
(fpgaservi) FPGA #2 usr_clk +
= 250+ MHz A A
| FraAserver 12 =Sl DC FIFO | [ DCFIFO Stream
(fpgaserv2) FPGA #4 256-pit T . Computing
1 1 H H COI"e
[ rpoaserver 3 MRS 7 s WidthConv| (WidthConv AFU
(frgaserv3) FPGA #6
SLII #1 SLIII #2 M
. . QSFP28 (12.5 GB/s x 2)
AFU Shell

| FPGA Server #8 i P
(fpgaservg) FPGA #16

(Application I/F)

AFU Shell (SoC)

v" Application modules and their
interfaces (own development)
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me Inter-FPGA Network
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Two Types of Networks

Direct network Indirect network
Ethernet switches
¢ N $ N $ N
MAC MAC MAC
FPGA w][rrs|[E FPGA é‘ FPGA FPGA FPGA
MAC MAC MAC
FPGA FPGA FPGA
o p2p-connection without switches, connection with switches,
Characteristics typical: torus network typical: Ethernet
Switching circuit or packet (w/ on-chip router) packet
Pros low latency, flexibility, small diameter,
easy to use with simple HW easy adoption of cutting-edge
large diameter, higher latency due to packet processing,
Cons . Cere - : .
inflexibility in resource allocation complex and difficult to use

Q
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Proposal: Virtual Circuit Switching Network (VCSN)

Provide arbitrary topology with virtual links over Ethernet

v Easy to use by simply sending data through a virtual topology.
No complex control required for user logic.

Virtually-constructed Ring Topology

\
| | S |

Flow Flow Flow Flow Flow Flow

ctrl 1| |ctri2 Ctrl 2 Ctrl 4 Ctrl 1 Ctrl 4

1+ T4 | T+ 14 14 14
User logic 1 } [ User logic 2 User logic N

FPGA node 1 FPGA node 2 FPGA node N
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VCSN Setup with 100Gbps Ethernet Switches

(plane-0) Mellanox MSN2100 (plane-1)
16-port 100G Ethernet switch 0 16-port 100G Ethernet switch 1
o] [11) Jtef (1] 0] [1]f [lof 1 Intel FPGA PAC LIRER| g IIREN
FPGA FPGA FPGA | | FPGA D5005 (QSFP28 x 2) | FPGA FPGA
0 1 2 3 10 11
[ i [ [ ® & @ [ [
Host server O Host server 1 Host server 5

Intel PAC D5005 FPGA cluster with VCSN

e FPGA's two ports connected to a different switch (Dual Plane)

e Two 16-port 100G Ethernet switches and optical cables

Tomohiro Ueno, Atsushi Koshiba, Kentaro Sano, "Virtual Circuit-Switching Network with Flexible Topology for High-Performance FPGA Cluster," Procs. of ASAP, pp.41-48, 2021.

Q
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VCSN Configuration

(™)
)
P

i i ;
1
Examples | FPGAO [ . FPGA2 [
1 | 1
T | i !
6-FPGA networks L : : ; ! ; !
- ) 1 ! J
< : : v
* 1-Dtorus | RS : : FPGAS i
J | ]

e 2-Dtorus (2x3) \J._- \J_/ N

FPGA O FPGA 1 FPGA 2 FPGA O FPGA 1 FPGA 2
virtual ports virtual ports | | v S I s S _
A vy 44y || (] [ A Yy AA VY Naa! i
lasfp 0| [gsfp 1] lasfp 0| |gsfp 1] |asfp 0| [gsfp 1] [gsfp 0| |:qsf91| |asfpO| ‘:qsfp1| [gsfp 0| |:qsfp.1|
Network switches | T Network switches
qsfp0| ‘qsfp1 ‘ |qsfp0‘ |qsfp1| |qsfp0| |qsfp1| ‘qsfp0| |Iqsfp"r| |qsfp0| ‘.qsf;.;rl ‘qsfp0| |.qsfpv‘;r|
FPGA 3 FPGA 4 FPGA 5 FPGA 3 FPGA 4 FPGA 5
a. 1D torus (bi-directional) b. 2D torus (bi-directional)

P OIII Tomohiro Ueno, Atsushi Koshiba, Kentaro Sano, "Virtual Circuit-Switching Network with Flexible Topology for High-Performance FPGA Cluster," Procs. of ASAP, pp.41-48, 2021.
I —————————————————————————————————————————————————————————————————————————————————————————————————————————————————————
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RIMEN

Throughput (point-to-point)

Throughput of VCSN rises slowly
due to higher latency.

v' P2P latency of VCSN
v' P2P latency of DCN

851 ns
490 ns

VCSN has higher Max throughput.

v" 100Gbps = 12.5 GB/s

v" Jumbo frame of Ethernet is
more efficient : 96% of the peak

Latency-tolerant stream computing
can work well.

Q
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)

14

= =
o N

00

Throughput [GB/s]

N

/,» —VCSN link
/ DCN link
/ VCSN link h FC ( )
-- ink wit estimation
__.--————*""'—/
4KB 40KB 400KB 4MB 40MB 400MB
Data size

Tomohiro Ueno, Atsushi Koshiba, Kentaro Sano, "Virtual Circuit-Switching Network with Flexible Topology for High-Performance FPGA Cluster," Procs. of ASAP, pp.41-48, 2021.
Invited Talk @ FIRE FPGA Workshop
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ESSrENn
Elastic and Scalable System SYSte m SOftwa re

for High-Performance Re-
configurable Computing
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System Stack of ESSPER

High-level application
* Including both SW & HW

Low-level application
* Separately-written HW & SW

Hardware, software libs/tools

Resource Mmanager
e Search and allocate

resources of multiple
/ :

management / control

> User Application
> HW Codes SW Codes /
¥
> HW Libs SW tools FPGAs' Resource Manager

FPGAs
FPGA network
AFU Shell class

__— * Object of AFU shell

* Pre-implemented functions P
. & . .
HW Compilers AFU Shell Class Abstraction of HW

Programming tools Intel HLS,

* SPGen : DSL for stream/ systolic —> SPGen, DMA Library Remote OPAE (R-OPAE) Remote OPAE |

computing Chisel, . ISc:It\{\;aredb\r/ldgs using
HDL OPAE g nfiniband Verbs
[EMIF 1][EMIF 2][EMIF 3|[EMIF 4] | [ ~
—— ¥ o User HW DMA [Crsbar|FC|WC| FME | CCIP | EMIF | HSSI | PCle OPAE
|ReadlDNIA.?a|lon|\Sl\-frriteTDMA| HLS Computing Core AFU Shell o * Low-level driver
I 4x4 Crossbar |
512-bit 5 % I —
ook || [Fo2]
250+ MHz Stroam
Zss_m| DCI FI::O || bc FI::O | Computing
|WidthConv| |WidthConv| Core
7TMHz — § | AFU
[ stin# | | sum#2 | FIM
Rom _
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Remote-OPAE (for remote FPGA Access)

Software bridge for FPGAs over Infiniband

v OPAE: Open Programmable Acceleration Engine
(PCIe FPGA driver)

OPAE C APl / DMA API
OPAE library

Enumeration  Access  Management

Intel FPGA drivers
FME driver PORT/AFU driver

FPGA PCle driver

Intel FPGA SCDMAS

FPGA server (x86)

Wpﬁ%!g 30 Invited Talk @ FIRE FPGA Workshop Dec 6, 2024



Remote-OPAE (for remote FPGA Access)

Software bridge for FPGAs over Infiniband

v OPAE: Open Programmable Acceleration Engine
(PCIe FPGA driver)

R-OPAE daemon

v" 999% of OPAE APIs
are supported.

DMA Library

D]\ VWA R-OPAE C API OPAE C API / DMA API
IB OPAE library
v We can use R-OPAE library EDR

any FPGAs = oubs
In a system via IB
as if they were
locally installed.

Enumeration  Access  Management

Intel FPGA drivers
Verbs, RDMA FME driver PORT/AFU driver

FPGA PCle driver

Intel FPGA SCDMAS

Another server FPGA server (x86)

ﬁ%gg 31 Invited Talk @ FIRE FPGA Workshop Dec 6, 2024



R-OPAE as Software-based Resource Disaggregation

Transparent access to remote FPGAs

Flexible utilization:

v' Can use any available
FPGA resources

Inter-operability and
extensibility:
v Vendor/ISA-independent

v Operable with various
architectures
such as Fugaku (ARM)

20
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Other servers

Invited Talk @ FIRE FPGA Workshop

FPGA #1-1
FPGA #1-2
FPGA #1-3

FPGA #2-1
FPGA #2-2 W
FPGA #2-3

-

FPGA #n-1
FPGA #n-2

FPGA #n-3

|5

Gateway servers and FPGAS

Dec 6, 2024



H OSt COd e int very_simple_example(void)

{
Prog ra m ming u:lnt32wt allCycles, validCycles, csr;
uint64 t bytes = 1024*1024*64;
char *begin ptr = (char *)malloc( (char)*bytes);
afush class h("AFUSHO", "AFUSHO:"):; <- [nstantiate object
Use AFU Shell Class —— e | 9yect
_ (tafush.open(0)) <- Qen evice
v Abstraction of HW (address, etc.) { T
] ] cout << "+ " << afush.name << " was not opened., Abort\n";
v APIs of service functions : 0;
v _ . .
Low-level control still pOSSIb'G afush.set_crossbar (CROSSBAR_RdmaSl3a_S13b2CompWdma, cout); _ Set Crossbar
> WriteMMIO32(), readMMIO32() afush.read crossbar(cout); - =

// Blocking DMA transfers

App code can be written simply. [N afush.dmaTransfer((uint64 t)begin ptr, 6x800000000, bytes, HOST_TO_FPGA);

N
i s afush.reset ccounter(cout); <- Use cycle-counter
v Instantiate AFUShell ObJeCt afush.dmaTransfer (0x00000000, 0x200000000, bytes, FPGA_TO_FPGA); —DMA
afush.read ccounter(allCycles, validCycles, csr, cout); Transfer‘

v" Open object

v Use modules / Services afush.dmaTransfer (0x00000000, (uint64 t)begin ptr, bytes, FPGA TO HOST);

// Read and write a csr of your module

» Crossbar cout << "== " << afush.mod[afush::ENTIRE SPACE] << "\n"; // See memory map of "
_ uint32 t vall = 0x1234ABCD, val2; £ “IRT™ 18 ‘NG

> Hardware CyC/e counter afush.mod[afush::ENTIRE SPACE] .writeMMI032(0x00000340, vall); // crossbar write

> DMA (Host-FPGA/ FPGA-FPGA) afush.mod[afush::ENTIRE SPACE].readMMI0O32 (0x00000340, val2); // crossbar read

» Computing core afush.close(cout);  <- Close device

. free(begin ptr);
v Close object

15
}
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Elastic and Scalable System

priiiieivll  Joint Research Projects
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Projects with ESSPER (Selected) et

for High-Performance Re-

configurable Computing

On-going (Joint) Research Projects Design Space Exploration of CGRA (Riken) ReNA: Architecture for CNN Inference (Kumamoto U)

Hardware

ey FPGA emulator/overlay of coarse-grained
v Processor Team  CGRA

reconfigurable array (CGRA) for HPC

Transplant Inference processor ReNA developed
for edge ASIC to FPGA

¥ Kumamoto Univ AT Engine (ReNA) = v Processor Research Team, Riken R-CCS ¥ Laboratory of Prof. Tlida @ Kumamato U
F—hEEs =
v . .
System Software S Exploring design space of CGRA for ASIC « Achieve highly-scalable inference m o] { Poouins |
v RIKEN RPC for EPGAS » Various configurations available with multiple FPGAs EOOLNG,
» . with library modules such as FIFO, Mux, ALU P .
Tohoku Univ neoSYCL (on Fugaku) i » Extend the processor over FPGAS m: o il o
o v CGRA compl!er ) using inter-FPGA network PG ouer DN kernel
Applications (by Tokyo university) m e 11 v o] eBarran
¥ Univ of Tokyo Bayesian network analysis » Data-flow graph (DFG) of a loop kernel in OpenMP ¥ 64x64 systolic array m P il o [ o S
¥ Meiji Univ 3D FFT (presented later) » Place and route by nget\'c Algorithm » FMA x 642 = 8192 parallel g e | comar
v Processor Team  Fluid simulation > Benchmarking (Stencil, Convolution, FFT, etc.) » Convolution and all-to-all computations ol Sy
v Nagasaki Univ  Convex method ¥ Initial design completed ) :ptimTZEd by dedicated mappings _"—m—‘ =
¥ Hiroshima City U Breadth First Search of Graph - System Verilog ’ 7 Various models avallaple :
v P T Hardwired MNIST > Verified by RTL simulation o ) _ Architecture of ReNA
rocessor Team ar \ » Preparing for FPGA-based implementation 3 ¥ Initial implementation completed for single FPGA
¥ JAIST Sound rendering Al Engine, ReNA Mapping examples on CGRAs (16x16, 8x16) » Verilog HDL
37 CEA WS on Scl. Comput Accelerated on FPGAs July 7, 2022 38 CEA WS on Sci. Comput Accelerated on FPGAs July 7, 2022 39 CEA WS on Sci. Comput Accelerated on FPGAs July 7, 2022

Architecture for Convex Hull Generation (Nagasaki U) Specialized Hardware for BFS by HLS (Hiroshima city U) Task off-loading to FPGAs by own SYCL (Tohoku U)

T . rultibank ceelerator - .
Acceleration of Convex Hull Generation o BFS Accelerator HVGTA‘ Top- —_ ,:m’ neoSYCL : yet another SYCL implementation
with point clouds using multiple FPGAs o M gi?;z;imzf;'[ofo'ramgawa T at sade _":’mm v Laboratory of Prof. Takizawa @ Tohoku U
v Laboratory of Prof. Shibata @ Nagasaki U - B Y . I—' X
+ Applications of Convex Hull v Hybrid Graph Traversal Accelerator ®’ @) @ ¥ neoSYCL originally developed for NEC Vector Processor
» Delaunay diagram construction/area » Hybrid algerithm combining =t g8 3 ‘_ v SuppDr‘F FPGA and AFUShell of ESSPER
estimation/registration/image processing, &tc Top-down and Bottom-up searches @ @ @ @') column id (BOR) v Dynamic task scheduler
, etc. L L[| L
» Object collision detection v Implement by HLS, unvisited hodos  Bottom-up . v Tasks can be off-loaded from Fugaku to FPGAs.
» Approximation of moving objects and d trate and evaluate with FPGA .s R i - it
obstacles in path planning L . - i - - ey e
. 3 3 3z [ ¢ y .
» physics simulatar v Pipelining, latency hiding, efficient memory sub-system | |33 SYCL lf“"“& s e
. i _ » Pipelined BFS iz S - Source Code X wile g
» Real-time rendering of point clouds » Cache memory for adjacent-node data i L.lm_isusve ‘\\ LS caret
+ Pipelining for higher throughput » Multi-banked bitmaps for visited-node recard e e —> TOHGKY
and lower latency than GPUs » Effective use of memory access patterns specific in BFS — i cre2) [ Example of task
v Tnitial i : are 2 i i
Initial |mpl§mentat|on completed Graph500 Ranking (BFS as of Nov, 2021) —— _. prp—— o incl, o execution with
b Syst:em\lfer\\og. ‘ RANK I SRCTINE | S | S ‘ —i dats |_ (o) el o : Fugaku . cores and FPGA
» Comparison with Qhull software { 32 I ENIAD (FPGA) | 26 | 783.75 ‘ Specialized hardware for BFS NEC VE3 FPGA of AFUShell 0 woo  woor  mooc oo 000 20000
Architecture specialized accelerator “HyGTA” Execution time [msec]
40 CEA WS on Sci. Comput Accelerated on FPGAs for convex hull generation * r »E! 41 CEA WS on Sci. Comput Accelerated on FPGAs July 7, 2022 % :pi.!;E! 42 CEA WS on Sci. Comput Accelerated on FPGAs July 7, 2022
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Fluid dynamics simulator
based on stream computing with FPGAs

R

RIK=EHN .

36 18 Sep, 2018




Lattice Boltzmann Method (LBM)

37

Lattice

Compute fluids with particles
moving and colliding over
a lattice mesh

Particles are expressed
with densities for
nine discrete speeds

3 Particle densities
) 2 for 9 directions
N (0.0 to 1.0 in each dir)

Lattice cell

18 Sep, 2018



Algorithm of LBM

38

Initialize

2

Collision Calc
[

Translation
I

Boundary Calc

L

Y

Collision

Relaxation to equilibrium state ~ /

Translation

\

\_

Movement of particles

/
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How to Stream it? — Case for Stencil Computation

(Computing dependency of LBM is similar to it.)

Iteration
for (n=0; N< Ny i N++) <— imetintegral)
for (j=0; j< J . ; j++ : I
(=07 < Jmax; J++) Sweep of grid j
for (i=0; i< I ; i++) j+1
¢ Stencil
Viy = f (Vigr Vierjr Vierjr Viger 1 Vig1) reference &
computation i
Pseudo code of 2D stencil computation Computational grid

v" Read local grid points (stencil), and compute
v Sweep and update the entire grid
v" Iterate the grid update for time-integral

39
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How to Stream it? — Case for Stencil Computation

(Computing dependency of LBM is similar to it.)

Q Q Q Q Q
L 4§ (LA 0] O] L=ty T f |0 =11 j-1

v v v vy j

Stencil computation

’ !

[1,]]

Computational grid

v" Read local grid points (stencil), and compute
v Sweep and update the entire grid
v" Iterate the grid update for time-integral

40 18 Sep, 2018



Hardware Algorithm for Streaming (=Pipelining)

|
Input data- [[1£2]+1]
stream | [i+1,j+1]|

QQQQQQUO
.....0..
|—> Gy i) T i1l i To=tinl [ =11] | Stencil ........
v VvV Vv v 3 bm“\SOOOOOOOO

(shifty = L L L ED L L

Stencil computation ...."..

00 00Y OO

Output data- — ....'F...
stream (results) LI 1]

v Next read element

v" Stencil buffer with the size of two rows

v Push read elements into stencil buffer, and shift it

v' Reference stored elements in parallel, and compute
v Pipelined read and computation (= high throughput)

mne nggg 41 18 Sep, 2018



Stream Processing Element (SPE)

MAIN_IN : Mi (0)
(ifo [if1 [if2 [ i3 [if4 [ if5 [if6 [ if7 [if8 [ iAtr [ sop [eop [ one_tau[rho_in [rho_out)

N HDL
uLBM_calc

—o | Collision

AAAAAAAA //

uLBM_Trans2Dx1
d=724 (90)

AAAAAAAAA

uLBM_bndry
d=40 (814)

Boundary

(ofoJof1 [of2 [ of3 ] of4 [ of5 [ of6 [ of7 [ of8 [ oAtr [ sop [ eop)
MAIN_OUT : Mo (854)

LBM SPE (x1 pipeline)
Collection of data-flow graphs
with fine-grain parallelism

42
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More Pipelining by Loop Unrolling (cascading SPEs)

No temporal parallelism

(1 Read ...

4
Compute \ SPE
v

t= 1 -------
Compute v
=2 N\ SPE

Compute \ \ SIIDE
t=3 .

_ SPE
Compute ¥

Unroll iteration loop to compute
multiple step-steps at a time

43

[
L [ift I [ 3 [ifa [ 5 [ if6 I ] I [ [ ] l au [ rho_in [rho_out |

d=40 (814 {
e
7 ""- \ \
e T oo 1 ] 1 GETE p SPE
C MAIN_OU

Scaling Performance by
increasing pipeline-stages
at a constant bandwidth

~ 18 SPEs

18 Sep, 2018



Further More Pipelining with Multiple FPGAs in a Ring

e Steam computing of Fluid simulation with multiple FPGAs

v" Lattice Boltzmann method (LBM)
v Extended pipeline with ringed FPGASs

fz A fs

Z

f4' \fs

lattice cell

10 word*vurds

fl0~8] atr l

Collision module | |Delay
{(CLM) unit

Delay
f_new[0~8] atr l unit

Translation module (TLM)

f tr[0~8] atr

inlet, outlet
pressures

Boundary module | -

(BDM) Stream | Stream

Processing

teo-g [ Jar  Z5mel| Processing
1 element (SPE) FPGAs in a ring
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Performance of 2D LBM with 100Gbps Ring NW

Computational performance (FLOPS) when processing about 2GB data

l Perf. [GFLOPS] I O performance [GFLOPS]  x clock freq [MHz] Freq [MHz]
20000 - 300
18000 17308.2
X X x X x X x X - | eo
16000 X X X X X X X X -
14000 ]
X % X % X % X % . 200
12000 M
x X x X x 15.8 X X ‘B
10000 X X 3 - 150
X X - 8714.6) « ]
8000 T
6000 = i - 100
4000
2190.6 - 50
2000 1096.4 L
[[0b=r g L e 1) 24
oI N T 0O N WLONO NN TN O NNV dNT O ONOWUOONO N TOONWDONOODdNTNONOWLO®Q
X X X X =1 N T NN OIX X X X = NN OX X X X et NTINDNWND OX X X XN NN O X X X XN DN O
X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X
1 FPGA 2 FPGAs 4 FPGAs 8 FPGAs 16 FPGAs
) om .
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3. Near-sensor processing / Scientific edge-computing

v' FPGA-based processing for X-ray imaging detector (RIKEN Spring-8)
v Data-compression hardware for edge-computing (ANL)

v' Specialized hardware for quantum error correction

dak )
% l il- 9
= s

[4. Backend of Fault-Tolerant Quantum Computers

(Hardware algorithms, FPGA demo targeting RIKEN quantum device) /

Domain-specific computing for
quantum error correction in FTQC

@H%E!g 46 Invited Talk @ FIRE FPGA Workshop
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Quantum Error Correction with FPGAs & MQONSHOT

e Fault-tolerant quantum computers (FTQC) using quantum error correction (QEC)
v Need to solve minimum-weight perfect matching (MWPM) problem
v Need to encode 1000 logical qubits using 1M physical qubits finally
v Scalability and low-latency (< 10us) are required.

e Goal Classical computers

v" Explore scalable QEC hardware algorithm and system

Interface with upper layer, control software
v" Demonstrate for proof-of-concept

Subject 3 : Interface and system architecture

- QEC decoder algorithms

- Design and
implementation of
specialized HW

- Evaluation env. for QEC

Subject 2 : FPGA cluster Subject 1 : Algorithm & HW

[ |
o
i r—
=

............................................................................................................................................................................................

RIKEN’s superconducting qubits Quantum-Classical Frontend Backend system for QEC
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https://www8.cao.go.jp/cstp/english/moonshot/top.html

Hardware Design for Syndrome Subgraph Decoder

Decoding graph

Syndrome graph

Syndrome subgraph

(3D lattice) ® ® ® ®
® @ ®
Read-out Error Decoding Results \
® o o
\
Stream in _ E.g., Blossom filter
syndrome —— - :
_ _ eduction Final
bits 3D Systolic =" Unit ! Matcf?in
f,:rgsn ; t Contral Quantum Error ey 1 Unit ’
— CIODSU Correction for subgraph
(QEC) Core generatlon _»/ l
Read
® /.
Write Syndrome \ . / J
Buffer Quantum error correction core /
Boundary condition (North & South: Virtual Node) Mi ni.m e Weig ht
System on FPGA perfect matching
A4 %E!g 48 Invited Talk @ FIRE FPGA Workshop Dec 6, 2024



N ESSPER2
] [ ]

Next-Generation FPGA Cluster
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Concept

e Target area/applications

v High-performance computing
v Quantum error correction / Quantum-Classical interface

e System stack
v OPAE-based : FIM/AFU/AFU Shell
v" oneAPI-based : FIM/AFU(BSP)/oneAPI
v Custom inter-FPGA network implemented in FIM/AFU

e Concept

v Common platform for HPC researchers and community
v Standard platform for data-center
v" Encourage open-source activity on system stack development in the community

2 RCCS 50 Invited Talk @ FIRE FPGA Workshop
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ESSPER2 for Scalable QEC

e Specification -
_ _ FPGA Host =
v Altera Agilex 7 M-Series FPGA g
Server 1 3
v’ Memory = &
o ]
> HBM2e 32GB (in FPGA package) % o 2
> DDR5-4800 RDIMM 32GB (on board) = = a
v Interfaces - FPGA Host =l T
> PCle Gen5x16 c Server 2 g =
_ ] c
> 400G QSFP-DD x3, 72pin MCIO x2 < 9 g
1T S
o PCle g L
= - ) Gen5 x16 e a S
e | = 5 : | 5
High-speed Serial x8 x2 I | lﬂ DURS S HES) g ¢ ‘CILJ_' E
for pre [ SMA_}—1PPS {sen ! s S 3 g
400GhE QSFP-DD 50G x8 PAM4 Agilex ’T - FPGA 29 a d
w/ PTP ITAG
' 506G x8 PAM4 e AGMO039 FPGA Host FPGA 30 8
400GbE QSFP-DD ""—FT'I;I!" 4700 A 4@ o
l - Bmc : Server 8 FPGA 31 =)
*:«: [ | I11 FPGA 32
o 8xFPGA  32xFPGA QSFP-DD
o 'ﬂﬂ f Servers Cards 400G

IBEX IPAC-1000 FPGA Card

Invited Talk @ FIRE FPGA Workshop

Organization of ESSPER2
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Lessons Learned with ESSPER OPen-As;:SZsr :

e FPGA-based reconfigurable computing works.

e Productivity is not high, especially for multiple FPGAs.

v" Even HLS requires know-how on optimization.
v Lack of debugging tool, and simulation environment.

e High scalability, but FP performance is lower than GPUs for major domain.

v" FPGA has higher overhead (area, power, freq) and lower memory bandwidth.
» Sometimes, FPGA’s resource balance doesn't fit requirement (e.q., insufficient on-chip RAM).

v Customization with FPGA can give better solution for some specific requirement:
» E.g., non-numerical & low-latency for quantum error correction

e Reconfigurable data-flow itself should be Okay, but
How can we make it a first-class citizen in HPC?
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v" Research on reconfigurable accelerator (e.g. CGRA)
v" Research on next-generation AI chip architecture

[2. Exploration of new HPC & AI architectures

ALY j

Coarse-Grained Reconfigurable Array
for HPC (and AI)

LA CRDEEE 53 Invited Talk @ FIRE FPGA Workshop Dec 6, 2024



Coarse-Grained
Reconfigurable Array (CGRA)

>

e Architecture for data-driven computing
v Composed of an array of processing elements (PEs),
where we map DFGs for computing
v Provide a word-level reconfigurability (e.g., 32-bit) Perform ance >
v' Higher energy efficiency than FPGAs (of bit-level)
v Performance close to ASIC-based accelerators

Energy Efficiency

Comparison with other architectures [1]

PE Array

e Application area of CGRAs
v" Traditionally, targeted for lower-power 5 |0utput$egister|

PE < PE [« PE < PE Data to neighbors/Data memory

>
embedded apps, e.g., image processing e || |PE[~|PE[~|PE[~|PE .
. . Al Al A4 A}
v Recently, expected for hi-performance deep-learning [= [[— ¥ ¥ Y meokEr / ALU
< | | | PE [ PE (=~ PE = PE i
e Questions < PcE° N PcE° - PcE' ] Pan /T SEL\ /Sﬁ T\

v" CGRAs also promising for HPC? ¢ , , ¢
v" What architecture/design decision required HPC?

[1] Liu, Leibo, et al. "A survey of coarse-grained reconfigurable architecture and design: Taxonomy, challenges, and applications." ACM Computing Surveys (CSUR) 52.6 (2019): 1-39.
p QIII [2] Takuya Kojima, et al., "Exploration Framework for Synthesizable CGRAs Targeting HPC: Initial Design and Evaluation," Procs. CGRA4HPC, May 30-June 3, 2022.

nen RCCS 54 Invited Talk @ FIRE FPGA Workshop Dec 6, 2024
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HPC Performance Requirement in Roofline Model

* Roofline model Martix/| |Data flow
v Peak performance available A rensor| | Reconf?
according to arithmetic intensity . —
v’ Memory-bound or - 100~ //Compute-bound
Compute-bound 2 . N
L 1of | SMsin GPUs
: ® |
e Steaming processor can cover = 1 |
= = E |
memory-bound applications. = | _
N ! High-end
= L !
e What architecture should o ol | CPUs
be applied to compute-bound? 001 | | | | R

v Higher compute density 0.001 001 01 0.2~05 1
v Higher performance per power Arithmetic intensity [Flop/Byte]

10

Roofline model for different performance characteristics
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Baseline Reconfigurable Data-flow Architecture

e Coarse-grained reconfigurable array (CGRA)
v Data-flow computing for HPC and non-linear functions
v Systolic computing for GEMM in Al
v SiP/chiplet design with memory subsystem to evaluate CGRA

e Expected outcomes

v" Very regular memory access for high utilization of bandwidth
v Specialized mechanism for more sparsity and mixed precision
v" Testbed for Al accelerator research

PEEErEEEEEEEEEEE
FSEse s saks e P b s e e b s
FSEsd s F s e e pu b e e e bEe
e o s s e e s s o o o
ESEsd s FEsEa e paEs s e e b e

PE tile

"l FIFO

NIC

Compute Compute

HBM H Chiplet = Chiplet = HBM
(CPU&AI) (CPU&AI)
Compute /0 Compute

HBM = Chiplet -Chiplet- Chiplet = HBM
(CPU&AI) (CPU&AI)
Compute Compute

HBM H Chiplet [ = Chiplet = HBM
(CPU&AI) (CPU&AI)

CGRA
module

HBM

20| Y23IMS Wol) ereq

o

III FIFO

\HS l4ULUI/ \HS l4ULUI/

[ Configuration register ]

v

00| Y21IMms 0} eleq

Processing element (PE)

[ o e o o [ s ] ]
s ol oal 5w el el ol ol [} ) 0w e e o
o EslespdEaaespd ko papdaspas
sl eslpal s oal pel sl ol sl oal sl oo o xl pal )
s psldedea paledpd pslpaled edl pol el pa
el ol pslpdl foel sl ool fpel ol el oo ol ool el ool o
[eul ol sl pul ol ol o foel o o o o o o oo
[psl ol pal pal lrsl sl 2l fpsl [ w26 ol o o ol o
EoEsedpsledbaedeapadpdpakaesks

CGRA

Invited Talk @ FIRE FPGA Workshop

CGRA
module

CGRA
module

CGRA CGRA
module ||| module

CGRA

module LLC

CGRA CGRA CGRA

module [[| module [[| module
HBM CGRA CGRA CGRA
MIF module (|| module ||| module

Example of compute chiplet

Baseline System-in-Package (SiP) design

Dec 6, 2024



Feasibility Study on Fugaku NEXT
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P. Feasibility Studies on Next-Gen Supercomputing Infrastructures Ol

Project Overview

The next-generation computational infrastructure is expected to become a platform for realizing SDGs and Society 5.0 by
providing advanced digital twins that will bring "Research DX" in the science. Aiming to realize a versatile computing
infrastructure that can execute entire workflow by making full use of wide range of computational methods, simulation
techniques, and BigData at scale, we conduct a holistic investigation on architecture, system software and library
technologies through co-design with applications.

As a basic principle of system design, we practice the "FLOPS to Byte" concept from architecture development to
algorithm or application design to streamline data transfer and computation under power constraints, while taking necessary
computing accuracy into consideration. Under the ALL JAPAN team composition, we will investigate system configurations
and elementary technologies which improve effective performance of the next-generation computing infrastructure.

Subject of Investigation

Research on Architecture
® Investigating technological possibilities (such as 3D stacked mem, accelerators, chip-to-chip direct optical link) and Architecture
performance of the entire system or its components based on trends in semiconductor and packaging technologies Research
® Predicting future system performance based on performance analysis of benchmark sets provided by Application Research Explore SW

Group, and feeding back to next-generation application development requirement and

. draw roadmap
Research on System Software and Library
® Drawing roadmap for future system software development in Japan, specially considering data utilization enhancement,
integration of Al technology with first-principles simulation, real-time data processing, and assurance of high security

Provide / evaluate
benchmarks

Co-design

i ) System Soft. WFESSSSESNYY Application
Research on Applications IEERE Evamine SW Research
® Building a broad benchmark set to evaluate multiple architecture choices while considering improvements in algorithms and Sl tilization and

parameters of application based on the results of architectural evaluations and exploratory "what-if" performance analysis requirements
® Investigating what classes of algorithms are expected to evolve significantly for future systems ﬁi{%ﬁﬂﬁ%&g

Caphadity DRA
Investigation Schedule
[ 202203 | 202204 | 202302 | 202303 | 202304 |

Architecture Explore device/architecture technology Performance estimation with benchmarks Architecturestudy | [ [ L debelalobd | | L— | |

System Software Examine existing SW and its utilization Identify requirement of SW development Draw roadmap

Application Examine existing apps and benchmark design Perf. analysis by benchmark evaluation Study algorithm improvement
Invited Talk @ FIRE FPGA Workshop

Organic Substrate

Strawman processing element architecture



Summary

Hiring researchers,
Contact mel

Reconfigurable data-flow computing should be
promising for power-efficient HPC.

e FPGASs are suitable for domain-specific computing.
v ESSPER: FPGA cluster testbed
v Quantum error correction

e Researching CGRA for general HPC.
v RIKEN CGRA for HPC and AI
v' Need engineering work and compiler development

Future work
v ESSPER2 with Altera Agilex-M FPGA (mainly for Quantum research)
v" SoC design of CGRA for HPC and Al (preparation for future ASIC)
v' Have more collaboration!
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Nin

International Symposium on

Highly-Efficient Accelerators and

Reconfigurable Technologies
S May. 26-28, 2025 Kumamoto Japan
R

Submission Due: Feb 25, 2024

Overview

The International Symposium on Highly Efficient Accelerators and Reconfigurable Technologies (HEART) is
a forum to present and discuss new research on computing systems utilizing acceleration technology. The
main theme of HEART is achieving high efficiency with accelerators. Today, performance acceleration with
high efficiency is highly demanded in various computing domains such as high-performance computing
and data centers.

In HEART 2025, we focus on power, energy and algorithmic efficiency on the Al technology such as LLM
(large-language model) and beyond.
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