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Compute

Memory

Scale up / out

Low latency

Low power

Heterogeneous 
Compute

Cloud AI Embedded AI Endpoint AI

• 1000+ of TFLOPS compute

• TCO, demanding compute and memory

• Scale to thousands of nodes

• Diverse workloads

Cloud / Enterprise

• 10s-100s of TOPS

• “Hard” Real-time from sensor to control

• Whole application acceleration

• Form factor & safety focused workloads

Edge / Embedded

• 1-10s of TOPS with low precision support

• Performance per watt and battery focus

• Heterogeneous solution CPU-GPU-AI

• Privacy and data protected by on-device AI

Endpoint

Diverse requirements

Edge / Embedded AICloud AI Endpoint AI
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Architectures to address diverse AI requirements

Data Center GPUs

HBM HBM

HBM HBM

HBM HBM

HBM HBM

Infinity Fabric

Compute

Compute

Compute

Compute

Compute

Compute

Compute

Compute

• High performance 

GPU compute

• Large scale training 

and dense inference

Edge/Embedded and

Client Endpoints

Adaptive Interconnect

TensorRAM

To DDR, HBM, PL

AI

Engine

Local 

Mem.

AI

Engine

Local 

Mem.

AI

Engine

Local 

Mem.

AI

Engine

Local 

Mem.

AI

Engine

Local 

Mem.

AI

Engine

Local 

Mem.

• Spatial data-flow 

compute

• Scalable and

real-time inference
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EPYC  Processors

CPU AI leadership

Cloud and
Enterprise

Radeon  W7900

Gaming AI

Gaming AI

Versal  AI Edge

AI + sensor

embedded inference

Edge/Embedded

Ryzen  AI 7040

AI inference for 

Windows PCs

Endpoint

 Instinct  MI300X

Data center training 

and inference

Cloud

Broad AI compute portfolio

GD-220
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AMD Chiplet and Packaging Leadership 

20212015 2019 2022

World’s Highest Capacity
FPGA in 20nm

World’s Highest Capacity
FPGA in 16nm

Versal
Premium

Versal
2.5D 

3D/2.5D 

Hybrid

Compute 

Future

20172015 2019 2022

2.5D HBM  Multichip Module Chiplets AMD 3D V-Cache MI200 2.5D EFB

2021



AMD Instinct  MI300X
Leadership generative AI accelerator

192 GB
HBM3

5.2 TB/s
Memory Bandwidth

896 GB/s
Infinity Fabric  Bandwidth

Industry leading compute architecture with highest memory 

density & bandwidth

Unmatched TCO supporting up to 70B-parameter models* on a 

single GPU

2.5D / 3D chiplet construction with 153 B transistors 

Sampling now

HBM HBM

HBM HBM

HBM HBM

HBM HBM

Infinity Fabric

Compute

Compute

Compute

Compute

Compute

Compute

Compute

Compute

Data Center AI Architecture

*FP16 models



AMD Ryzen  AI
The world’s first dedicated AI engine 
on an x86 PC processor

10 TOPS (INT8) @ low single digit watts for maximum battery life

Spatial architecture for no-jitter, AI multi-task execution

Deployed in Windows Studio Pack and 3rd party applications 

across 35+ laptops

4nm
Process node

15- 45 W
TDP

Up to 8 cores and

16 threads with

up to 5.2 GHz boost

GD-220, PX-3

Endpoint AI Architecture



See endnote STX-13, STX-14



Versal  AI Edge
Delivering breakthrough AI performance per 
watt for real-time systems

Scalable portfolio with AI engine, scalar engine & FPGA

Dataflow architecture for real-time end-to-end processing

Built on proven heritage of at scale deployments with functional 

safety in ADAS, industrial and healthcare space

10 - 400 TOPS
of AI compute

PCIe® 5.0 10-75 W
TDP

Edge / Embedded AI 

Architecture
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[AMD Official Use Only - General]

No native support

INT4

INT8

BFLOAT16

FP16

FP8

MX9

MX6

AIE-ML AIE-ML v2OPS / Tile

1024

1024

512

512

Direct Memory BW / Tile / Cycle

Load from

Local Memory

Store from

Local Memory

Load from

Neighboring Memory

Store from

Local Memory

1024

256 512

1024

2048

1024

No native support

No native support

No native support

1024-bit512-bit

256-bit 512-bit

512-bit

512-bit

512-bit

256-bit

AIE-ML Architecture AIE-ML v2 Architecture

Datatypes details (MX)





See endnote STX-16
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Architecture AMD XDNA  – Versal AI Core

AI Engine AIE-ML tiles

TOPS* (INT8 / BF16) 404 / 202

Memory Bandwidth
47.6 TB/s for internal memory​

76.8 GB/s for DDR4 (16 GB)

Video Decoder** 96 channels of 1920x1080p

PCIe interface Gen 4/5 x 8

Form Factor Half Height, Half Length

Cooling Passive

Power (TDP) 75 W

* Using 50% weight sparsity

** 1920x1080p10 H.264/H.265

Part # A-V70-P16G-ES3-G

SRP Pricing (1 unit) $1,995

Web Page https://www.xilinx.com/applications/data-center/v70.html

Product Brief https://www.xilinx.com/content/dam/xilinx/publications/product-briefs/alveo-v70-product-brief.pdf

V70 Software Lounge https://www.xilinx.com/member/v70.html#overview

Online Store (qty <5) https://www.xilinx.com/applications/data-center/v70.html#

Specification
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[AMD Official Use Only]

AMD Versal  HBM Adaptive SoC Architecture

Powering the AMD Alveo  V80 Accelerator Card

•

•

•

DSP performance compared to AMD Alveo U55C card, see endnotes ALV-018 and ALV-019
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AMD Alveo  V80 Compute Accelerator Card Overview

–

–

–

–

–

–

–

–

–

Passively cooled, total thermal power (TDP) is device and server dependent
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Pre-Built, Hardened Connectivity to Data Center Infrastructure
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Adaptable Memory Hierarchy for Low Latency Processing

•

•

•

•

•

•

•

•
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[AMD Official Use Only]

Software is key to unlocking
 great hardware performance
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[AMD Official Use Only]

Strengthening software capabilities
Enhancing developer experience 

Expanding our

open-source strategy

Advancing compiler-based 

optimizations

Accelerating customer 
engagements

High-efficiency inference Open-source AI compiler
Mipsology nod.ai
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[AMD Official Use Only]

Deploy Inference Models Rapidly with 

Vitis  AI Development Environment

Complete AI Deployment Environment

• Open-source with broad framework and model support

High-Performance IP

• Efficient implementation with no AI Engine coding

Advanced Optimizations

• Enhanced quantization algorithms optimize ease-of-use and accuracy

• Pruning to create sparse networks

Train

Compile

Optimize & 

Quantize

Deploy
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[AMD Official Use Only]

Higher Levels of Programming Abstraction

Libraries

AMD AI software
Compilers and Tools

Runtime

AMD Instinct  

Accelerators

AMD Alveo  

Accelerators

AMD EPYC  

CPUs

AMD Versal  

Adaptive SoCs

AMD Ryzen  

CPUs

AMD Radeon  

Graphics

AMD compute 
platforms

AI Models and Algorithms

Ecosystem
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[AMD Official Use Only]

AMD AI Stack AIE-ML Support

Unified “Neural Processing Unit” IP

Runtime

Quantizer 

Optimizer

AI Analyzer

AMD VITIS  AI 

TOOLS & 

COMPONENTS 

DOMAIN-SPECIFIC

ARCHITECTURES

SUPPORTED AMD 

TARGETS

Compiler 

Open-Source ML Frameworks and Models

Model Zoo

VEK280



29 |

[AMD Official Use Only]

Strong Open Ecosystem Momentum

62,000+ models running nightly

Fully integrated optimum library

Increasing open-source contributions 

and expanding footprint

From ‘port-to’ to ‘develop-on’ 

with latest platforms

Tensor 

Flow

JAX
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AI & High Performance

Compute Fund

33 | AMD UNIVERSITY PROGRAM

ACCELERATING AI 
AND SCIENCE

[Public]
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34 AMD UNIVERSITY PROGRAM

20+ 31M$
PETAFLOPS

COMPUTING POWER

TOTAL 
MARKET 
VALUE

28 9
GRANTEES COUNTRIES

US • CANADA • FRANCE • GERMANY

ITALY • SWITZERLAND • INDIA • SINGAPORE

400+
CPUs

2800+
GPUs

*According to the most recent Top 500 list

combined that would 

rank among the fastest 

supercomputers in the world*

100+
Alveo Cards



35 | AMD UNIVERSITY PROGRAM

[Public]

AI & HPC Fund Grantees

https://www.amd.com/en/corporate/hpc-fund

https://www.amd.com/en/corporate/hpc-fund
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AI & HPC Fund Research Cluster

• Intends to put significant computational power in the hands of those conducting high-impact AI 

and HPC research

• Open for applications from academics and lab researchers (typically with a 1-year allocation) 

• Provides access to AMD EPYC series processors and Instinct  MI series accelerators and 

associated programming environment

By PyTorch - [1], BSD, https://commons.wikimedia.org/w/index.php?curid=88256653

Tensorflow authors, Public domain, via Wikimedia Commons

TensorFlow
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• Standard modules environment (Lmod) organizes pre-installed software
(e.g., ROCm, HIP compilers, MPI library, development tools)

• ROCm-enabled PyTorch and TensorFlow provided via

• Python environments

• Singularity containers

• Jupyter Notebooks/Labs

AI & HPC Fund Research Cluster – Software Environment

Jupyter notebooks/labs supported through Slurm
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AI & HPC Fund Research Cluster - Infrastructure

Provides a familiar HPC Linux cluster environment:

• Dedicated node access through resource manager (SLURM)

• Interactive login node for development

• High-speed interconnect with GPU aware MPI

• Persistent file storage on parallel file system(s)

• Containerization support

• Python productivity tools

64-core EPYC 7V13 CPU

MI100 or MI210 GPUs

ConnectX®-6 HCAs

Compute Element(s)

40 total nodes with both 4 

and 8 GPUs per node
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AI & HPC Fund Research Cluster – Compute Node Diagram
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AI & HPC Fund Research Cluster  – How to Request Access

User Guide
https://amdresearch.github.io/hpcfund

User Support
https://github.com/AMDResearch/hpcfund

Application Form
https://www.amd.com/en/forms/registration/amd-hpc-fund-research-accelerator.html

Research applications in AI/ML are particularly encouraged!

https://amdresearch.github.io/hpcfund
https://www.amd.com/en/forms/registration/amd-hpc-fund-research-accelerator.html
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Heterogeneous Accelerated Compute Clusters

41 | AMD UNIVERSITY PROGRAM

Enabling Novel Research in Heterogeneous 
Compute Acceleration for HPC

[Public]
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Heterogenous Accelerated Compute Clusters (HACCs)

• A special initiative to support novel research in heterogenous compute acceleration for AI and HPC

• The scope encompasses systems, architecture, tools and applications

• Established at six of world’s most prestigious universities

• Each is equipped with the latest AMD hardware and software technologies

• The goal is to foster a community of leading academic teams to conduct state-of-the-art research

Research Areas

• AI and Machine Learning

• Adaptive Compute Acceleration 

• High Performance Computing (HPC)

• Database Acceleration

• Energy Efficiency

• Compilers

• Computer architecture (heterogenous computing systems)

42
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HACCs: Heterogeneous Accelerated Compute Clusters

www.amd-haccs.io

Remote access to 

Adaptive Compute hardware

Access to AMD researchers

HACC user group meetings

Collaboration opportunities

Newest HACC at IISc, Bangalore

http://www.amd-haccs.io/
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HACC Adaptive Computing Hardware

• HACC hardware consists of:

• Compute and Alveo nodes (initially U250 and U280 with HBM)

• Latest heterogeneous nodes (SMC 4124GS) include:

- 2 EPYC Milan/X CPUs

- 4 MI210 GPUs

- 2 Alveo U55C FPGA with HBM

- 2 VCK-5000 ACAP/Versal with AIEs

- Run-time via ROCm, XRT

- SW development via HIP, Vitis, frameworks

• 100G network

• Community hub for researchers 

• Support from in-house AMD research groups

• Reproducible results & experiments

44
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