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Context
Side-Channel Attacks and Ensemble Learning
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What is Side-Channel Attacks (SCA)?

Acquisition of leakage traces 
E.g: collecting EM traces

Physical attacks by observation

Objective: find the secret by exploiting physical leaks
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Deep Learning for Profiling SCA

1) Profiling phase : Characterization of the leakage on a clone of the target (in a supervised manner) 

2) Attack phase : Using the profiled leakage model to attack the real target device 

Deep learning is nowadays widely used to perform profiling SCA 

Profiling attack : 

Profiling traces

(known key)

Error assessment

(known key)

Updates weights

Recovered key

 (If good enough 

generalization) 

Profiling on the 

clone device

Attack on the 

target device

Attack traces

(unknown key)
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Hyperparameterization effort

A wide range of hyperparameters to set :

Related to architecture design : number of layers, type of layers, number of neurons, activation function,…

Related to training process : batch size, loss function, optimizer, number of epochs,…

➢The more complex the architecture, the greater the hyperparameterization effort required 

Observed model performance 

Suggested Hyperparameters

Time Consuming 
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Ensemble Learning
Reduce hyperparameterization effort / improve generalization

Deep Bagging Ensemble has already been explored in the SCA context [PCP20], [ZBHV21]  

Aggregation

Final 

predictions

Weak model 1 Weak model 2 Weak model N

Ensemble model

Stacking :

Meta-model training 

Bagging :

Averaging, voting,…

how to aggregate the predictions? 
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Traditional Bagging SCA Bagging Perin et al [PCP20]

Bagging aggregation
Differences between traditional Bagging and SCA Bagging

▪ Training set not sub-sampled

▪ Aggregation :

𝑒𝑘 = ෍

𝒎=𝟏

𝑾

෍

𝑖=1

𝑄

𝑙𝑜𝑔( 𝐹 𝑓 𝑘, 𝑝𝑖 , 𝑡𝑖 𝒎)

Where𝑊 is the number of weak models,
𝑄 is the number of attack traces, 

𝑓 . is the sensitive operation,

𝐹 𝑓 𝑘, 𝑝𝑖 , 𝑡𝑖 𝑚denotes the 𝑓 𝑘, 𝑝𝑖 -th compotent 

of output of the model 𝑚, given the trace 𝑡𝑖 as input.

Bagging limitations :
Each weak model contributes equally to the ensemble prediction, independently of their performance 

➢ Potential problem in the presence of significant performance gaps between weak models

Need for diversity among weak models

➢ Potential problem if lack of diversity between weak models
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Stacking aggregation
Learn the best way to combine predictions

The meta-model takes the leadership
➢ Ensemble success depends on the ability of the 

meta-model to learn how to combine predictions

What data should be used to train the meta-model?  
Good practice :

Due to the lack of validation data, we used the 

training data, considering the risk of overfitting
➢Train weaks models on TRAIN 

➢Train meta-model on weak models VAL predictions

➢Meta-model inference on weak models TEST predictions
8
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Experimental 
results

2
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Dataset and Metric

Dataset Train Val Test Features Contermeasure

AES HD 40,000 10,000 25,000 1250 Only high noise

ASCADF 0d 40,000 10,000 10,000 700 1st order masking

ASCADV 0d 160,000 40,000 100,000 1400 1st order masking

ASCADV 100d 160,000 40,000 100,000 1400 1st order masking + 

desynchronization

ASCADv1 : masked AES-128 implementation [https://github.com/ANSSI-FR/ASCAD]

➢ ASCADF : fixed key for training traces  

➢ ASCADV : variable keys for training traces 

➢ ASCADV 100d : Add 100 desynchronization samples

AES HD : unprotected (but very noisy) AES-128 hardware implementation [https://github.com/AESHD/AES_HD_Dataset]
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METRIC : 

Na = nb of attack traces required to get a constant Guessing Entropy to 1

https://github.com/A-NSSI-FR/ASCAD
https://github.com/AESHD/AES_HD_Dataset
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Astuce : 2 niveaux de textes sont utilisés dans le carré de couleur, le 2 niveau est réservé au chiffre

Meta-model

2

Comparison

3

Experiments settings

Train 30 random meta-models for each ensemble size (2-10)
Choice of meta-model: MLP with random architecture

Random 

hyper-parameters

Check attack performance
➢ Check the robustness of Stacking

➢ Comparison with Bagging Ensemble and best single weak model

Early stop to avoid overfitting 

Weak models

1
Train 10 neural networks with random architectures (MLPs and CNNs)
➢ We target directly the Sbox output value as sensitive variable (256 possible values)

➢ Ordered weak models by their attack performance (Na)
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Ensemble configuration

ASCADF 0d : performance gap

ASCADV 100d : lack of diversity

AES HD : very poorly weak models

Our weak models :

3 different kinds of problem encountered :

Excellent Ensemble = accurate weak 

models and complementary errors
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Nb meta-models Na < best weak model Na 

Na values are estimated considering only successful meta-models

The best result is highlighted by a green cell

Best improvement (best meta-model)

Results on ASCADF 0d
Weak models with significant performance gap
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Stacking improved overall attacks performance by more than 59%

By increasing the ensemble size, the number of successful meta-models decreases
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Results on ASCADF 0d 
Weak models with significant performance gap
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Addition of weak models make the meta-model learning task easier

→ overfit quickly without learning relevant information

By increasing the ensemble size, the number of successful meta-models decreases
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Results on ASCADF 0d
Weak models with significant performance gap

Stacking converges faster and obtain higher attack performance than Bagging

Bagging strongly impacted by performance gap

Bagging KO / Stacking robust
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Stacking less impacted since the meta-model learn the relevance of each weak model
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Results on ASCADV 100d 
Weak models with lack of diversity

16

Stacking improved overall attack performance by more than 76%

Bagging KO

Meta-model training more robust :

adding weak models did not decrease the number of successful meta-models

Stacking works

Stacking robust : the meta-model is able to learn from small variations between the weak models predictions
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Results on AES HD
Weak models with very poor performance

17Stacking results in better weak models combination and much greater improvement in attack performance

Stacking improved overall attack performance by more than 93%

Meta-model training more robust :

adding weak models did not decrease the number of successful meta-models

Bagging works well

Stacking works better
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Stacking VS Bagging
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Significant gain in attack 

performance across all datasets

Stacking outperforms Bagging in our experiments 

➢  Less impacted by the individual performance of weak models 

 The meta-model learn the relevance of each weak model

➢ Less impacted by the lack of diversity 

 The meta-model is able to learn from small variations in predictions

➢ More flexible aggregation

     No need for the evaluator to select weak models
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Generalizable Meta-model

Stacking prone to overfitting :  
➢ We observed that the ensemble model proved often to be too complex for the problem

➢ 2-layer meta-models always generalize and improve attack performance
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No need for complex meta-model

The meta-models learn

well on train data
And they generalize 

on test data, right?

And they generalize 

on test data, right?
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Comparison with state-of-the-art
Less hyperparameterization
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similar performance to an efficient 

architecture obtained by RL learning

similar performance to an efficient 

architecture obtained by human effort

Suitable approach to limit the need for the evaluator to perform a fine hyperparameterization
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Take-Away Messages
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Reduce hyperparameterization effort with Ensemble 

Not completely replace the hyperparameters search → relax

Future works : Boosting ensemble in SCA context

We extends the previous works which used Bagging Ensemble in SCA context [PCP20]
➢  Highlights some of the limitations of the Bagging aggregation 

➢  Stacking better performance and flexible solution to address Bagging limitations

✓ Less impacted by weak models performance

✓ Less impacted by lack of diversity 

✓ Limited ensemble size is enough to build strong ensemble model

Stacking suitable to relieve the security evaluator from performing a fine hyperparameterization

As a counterpart :

➢ Ensemble success depend on the meta-model training 

➢ Prone to overfitting (promoted by the use of TRAIN data to train the meta-model, if possible use other data)

Generalizable Meta-model 

➢ No need to consider complex meta-model (avoid overfitting)

➢ Further simplify the meta-model could be beneficial
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Thanks       

 Questions?
CEA-Leti, Grenoble, France

cea-leti.com

dorian.llavata@cea.fr

IDK WHICH WEAK 

MODELS TO USE IN 

MY ENSEMBLE?

TRAIN A META-

MODEL, IT’LL 

LEARN FOR YOU !
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