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AI

• Artificial Intelligence (AI) is the branch of computer science that deals with 
automating tasks that typically require human intelligence.


• In the past years AI has been widely applied across different domains. 
E.g., health care, transportation, finance.


• To deploy AI systems, we test them against benchmarks (or validation sets).


• The goal is to outperform the previous existing models.


• E.g., in Machine Learning we usually resort to accuracy metrics. The 
highest the accuracy, the better the model.

3



Since 2012, the amount of computing used for AI 
training has been doubling every 6 months
• https://epoch.ai/blog/compute-trends
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• To create better AI systems we are currently adding


• More data


• More experiments


• Larger models
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The Equation of Red AI

Cost(R) ∝ E·D·H
Cost of a single (E)xample

Size of (D)ataset

Number of (H)yperparameters

By Schwartz et al. (2020)



Issues of Red AI

• High costs (hardware, electricity, data access, etc.)


• Limited reproducibility. 


• Energy consumption.


• Carbon emissions.


• SMEs can hardly be competitive. 

• Groundbreaking AI research is mostly done by tech giants.
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A few examples of Red AI
• Google’s BERT-large


• 350 million features


• Trained for 2.5 days using 512 TPU chips, costing $60K+


• Open-GPT3 (now GPT-4/o1)


• 550 tonnes CO2-eq (Patterson, 2021)


• 175 billion features


• API is open but no-pretrained model is available


• AlphaGo


• 1920 CPUs, 280 GPUs, costing $35M
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Red AI in Large Language Models (LLMs)

• OPT by Meta reports 75 tons CO2-eq (1/7 of OpenGPT’s footprint). 
(Also 175billion params)


• However, Llama 3 reported 2,290 tons of CO2-eq (7.7M GPU hours 
training )


• Open science: release includes both the pretrained models and the code 
needed to train and use them.


• DeepSeek-V3 claims “only” 2.78M GPU hours


• Bloom by Huggingface reports 25 tons, 51 when considering embodied 
and operational carbon footprint. (176billion params)
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Red AI

Accuracy: 0.999999999

Green AI

• Energy

• Time

• Reproducibility

• Reusage



How can we adopt Green AI
• Check whether AI is needed. 

• Select green datacenters.


• Run on low carbon intensity hours.


• Opt for GPU-optimised solutions (?)


• Opt for low-power hardware (e.g., Nvidia Jetson boards)


• Or GPUs that provide energy metrics (e.g., NVIDIA GPUs via the nvidia-smi tool)


• Report energy/carbon metrics (e.g., embed in MLFlow?)


• Use pre-trained models (Transfer Learning)


• Preprocess dataset to reduce size.


• Improve parameter-tuning strategy.
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Reporting energy/carbon footprint
• We need benchmarks.


• AllenAI leaderboard 
https://leaderboard.allenai.org


• No carbon metrics, yet


• Report comparable proxies for energy 
consumption.


• ⚠ Learning algorithms behave in a non-
deterministic


• ⚠ Different data-points lead to different 
energy consumption
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https://leaderboard.allenai.org


Reporting energy/carbon footprint
• Reporting measured energy consumption


• + Accurate

• + Easy to map to carbon emissions

• - Hard to measure

• - Low replicability


• Reporting time / estimation based on time & hardware

• + Easy to measure

• + Correlates with energy consumption in most cases.

• -  Difficult to compare with measurements from other setups


• E.g., floating point operations (FPOs) (?)

• + comparable across different setups

• + cheap

• - does not factor in memory energy consumption

• - does not reflect carbon emissions
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Data-centric AI



Data-centric AI
• Emerging discipline that deals with systematically engineering data to build AI 

systems.


• Shift from improving the training strategy to improving the data.


• It is better to have small but reliable datasets than large but noisy 
datasets.


• => Improve data collection, data labelling, and data preprocessing.


• More about data-centric AI by Andrew Ng: 
https://www.youtube.com/watch?v=06-AZXmwHjo
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https://www.youtube.com/watch?v=06-AZXmwHjo




Green Data-centric AI

• How do different ML algorithms compare 
in terms of energy consumption?


• How does number of rows relate to the 
energy consumption of ML models?


• How does number of features relate to 
the energy consumption of ML models?


• What is the impact of reducing data in the 
performance of the model?


• Method -> results -> discussion
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Method

• Single object of study: natural language model to detect spam messages.


• 6 machine learning algorithms: SVM, Decision Tree, KNN, Random Forrest, 
AdaBoost, Bagging Classifier.


• Reduce the number of rows. 10%, 20%, .., 100%


• Stratified random sampling (?)


• Reduce the number of features. 10%, 20%, .., 100%


• Feature importance metric based on the Chi-Square Test (Chi2)


• Estimate energy consumption using a RAPL-based tool. (?)
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• Repeat 30 times


• Fix random seeds


• …


• Data was not Normal => tailed Normal distribution.
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Results: energy consumption of algorithms



Results: energy vs data shape



Results: performance vs data shape



Discussion

• Other data properties should be investigated.


• E.g., data types


• Reporting energy data is essential. It can lead to different model selection 
without hindering model performance.


• There is a big opportunity in Model and Data Simplification.
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Data/Model Simplification
• (?)


• Data selection


• Data quantisation. Posit?


• Data distillation


• Coreset extraction (?)


• Model distillation


• Model quantisation


• Model pruning


• …
24



Posit vs Float

More about this: https://spectrum.ieee.org/floating-point-numbers-posits-processor

Better for DL use cases

https://spectrum.ieee.org/floating-point-numbers-posits-processor


How can we tune 
learning 
parameters 
efficiently?



Hyper parameter tuning

• When training an ML model, there are several parameters that need to be 
tuned.


• E.g., in SVM we have the Regularization parameter C, the kernel function, 
the degree of the kernel function, and depending on the case, many other.


• The common approach revolves around grid search. The user provides a 
sequence of possible values for each parameter and the pipeline runs all 
possible combinations.


• Our question: Can we save energy with alternative approaches?


• We studied Grid Search, Random Search and Bayesian 
Optimisation.
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Tim's MSc Thesis, 2022

Accepted at CAIN’23





Results
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Conclusions?

• Bayesian converges faster.

• No clear winner between Grid and Random



DeepSeekMoE
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Preprint at ArXiv, 2024 https://arxiv.org/pdf/
2401.06066



Mixture of Experts
• Llama3.1 has 405B parameters, DeepSeek V3 671B 

• Yet DeepSeek has quicker inference times and claims less energy 
consumption (?)


• Divide the model into smaller blocks of experts


• Tokens get routed to certain experts based on the query


• Only part of the network is active during inference


• DeepSeek claims only 37B out of 671B parameters get active

31



DeepSeekMoE
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DeepSeekMoE
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• Comparable performance to 
LLaMA2 7B effectively using 
less half the parameters


• Less computational power


• Problems (?)


• Still need to load all the 
parameters


• High memory -> high 
embodied carbon



Green AI at FacebookMeta
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Sustainable AI: Environmental Implications, 
Challenges and Opportunities (2022)



Carbon footprint mapped to the AI lifecycle

• There are 4 main overarching stages where carbon emissions need to be isolated: data 
collection, experimentation, training, inference.


• At Facebook, recommendation systems split energy consumption evenly between 
training and inference; text translation models have a 35%/65% split. (Operational cost)


• Operational/embodied cost split: 30%/70%
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Open issues according to Meta
• A vast portion of projects only use GPUs at 30%. 

Should be higher to attenuate embodied carbon.
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Based on 10K AI projects



Data Jan

Informed Adaptation

Data Feb Data Mar Data Apr Data May …

~Data Dec

~Data Dec

Data Jan Data Feb Data Mar Data Apr Data May …

Model update Model update Model update

Check if 
data change

Check if 
data change

Check if 
data change

Model update

Blind Adaptation
The AI Model will be 
updated fewer times and 
only when necessary.

Know when to retrain models
Neither too early nor too late
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Adaptation Techniques

?



Green Architectural Tactics for ML-Enabled 
System
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ICSE-SEIS 2024



Architectural tactics
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Data-centric
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• Reduce data size


• Sampling


• Dimensionality reduction


• Quantization



Algorithm Design

41

• Carefully select your algorithm


• You don’t need the fanciest 
techniques



Model Optimization
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• Add energy to training parameters


• Reduce FLOPs


• Pruning, sparsity


•  Take advantage of existing models



Model Training
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• Quantization
• SAVE TRAINING PROGRESS



Model Deployment
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• Distributed deployment


• Energy efficient hardware and 
configurations



Model Management
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• Reuse the model as much as possible 



Rethinking the Architecture: Spiking Neural Networks
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Rethinking the Architecture: Spiking Neural Networks
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SELF Lab
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recap


