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Introduction - Biodiversity

The resilience of our ecosystem depends on the 
intrinsic interdependence between all the 
different species and their interactions

• Is vital for the prosperity of all life on earth

• Under threat due to broad anthropogenic changes

• Significant impact on Earth’s ability to sustain life

AI Foundation Models for Earth Sciences: The Biodiversity Use Case

Trantas, Athanasios, et al. "Digital twin challenges in biodiversity modelling." Ecological 
Informatics (2023): 102357.
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Introduction – Foundation Models

Foundation Models describe a broad paradigm shift in
AI that encompass models like:

• pre-trained models

• self-supervised models

• large language models

• language vision models

• general purpose models

• multi-purpose models

• and task-agnostic models

A Foundation Model is an AI Neural Network — trained
on mountains of raw data, generally with unsupervised
learning — that can be adapted to accomplish a broad
range of tasks. The term “foundation” connotes the
significance of architectural stability, safety and
security.

AI Foundation Models for Earth Sciences: The Biodiversity Use Case

Bommasani, Rishi, et al. "On the opportunities and risks of foundation models." arXiv
preprint arXiv:2108.07258 (2021).
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Foundation Model examples

All the AI community is striving to create Foundation Models of every process

Examples

• Foundation Model of Earth [1]

• Foundation Model of Atmosphere [2]

• Foundation Model for Medicine [3]

• Foundation Model for Material Science [4]

Also:

There are big advancements on how to train and do inference on Foundation Models, while the hardware is continuously 
improving to handle larger and larger models that encompass more and more modalities [5].

AI Foundation Models for Earth Sciences: The Biodiversity Use Case
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Why we need a Foundation Model for Biodiversity?

AI Foundation Models for Earth Sciences: The Biodiversity Use Case

Credits ESA 2023

Challenges

• Diversity

• Multiple-modalities

• Complex Ecological Systems

• Scalable inter-model coordination

• Real time processing, monitoring and adaptation

• Uncertainties
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Advantages of a Foundation Model for Biodiversity

• Enhance Data Harmonisation and Analysis

• Sophisticated Modelling of Complex Ecological 

Systems

• New ways for User Interaction

AI Foundation Models for Earth Sciences: The Biodiversity Use Case

Trantas, Athanasios, and Paolo Pileggi. "Digital Twin and Foundation Models: A New 
Frontier." ICAART (3). 2024.
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Foundation Model Development 101

AI Foundation Models for Earth Sciences: The Biodiversity Use Case

Phenomena 
– Process

Data 
resources 

(a lot!)

Objective 
identification

Model 
selection

Downstream 
task / use 

case 
selection

Computation 
resources

Pre-training –
evaluation 1

Fine-tuning –
evaluation 2 Deployment
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Biodiversity Foundation Model (BFM) Abstract View

Data Modalities Data Fusion Foundation Model Pre-training Foundation Model Task Adaptation / 
Fine-tuning

Pollination

Grassland Dynamics

Ecological Services

Invasive Species

AI Foundation Models for Earth Sciences: The Biodiversity Use Case

Crop Wild Relatives

…

Species Distribution Modelling



BIODIVERSITY DATA 
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Data Introduction

Steps towards developing the First Biodiversity Foundation Model

Data Layers

1) Above surface

2) Surface

3) Below surface
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(Data) Modality

A modality, in the context of data, refers to a specific type or form of data that is captured, processed and analysed. Each modality 
represents a different way of encoding information, often utilising distinct sensors or data collection methods.

Most common Modalities for Biodiversity

• Imagery (photographs and videos)

• Audio recordings

• Genomic Data, Taxonomy

• Environmental DNA (eDNA)

• Satellite and Remote Sensing Data

• Geospatial Data (GPS coordinates, GIS layers)

• Climate Data (Temperature, Precipitation, Atmosphere)

• Textual Data (Scientific reports, Citizen science observations)

• Sensor Data (Environmental sensors for humidity, pH, etc.)

Steps towards developing the First Biodiversity Foundation Model
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Data Sources

Steps towards developing the First Biodiversity Foundation Model

 

Species Images and Taxonomy

Species Audios and Taxonomy

Species Description

eDNA and Taxonomy 

Living Planet Index
Species Images and Audios

Land, Agriculture, and Forest Indicators

ERA5, Global Climate 

Red List Index (Species Extinction Risk)

NDVI (Normalised difference vegetation index)

Multiple modalities



Steps towards developing the First Biodiversity Foundation Model

• Images (jpg)

• Audios (wav)

• Description (text)

• eDNA (ex.  AACCCTATATCTAGTATTTGGC…)

• Distribution (Living Planet Index)

• Red List (ex. CE, EV, etc.)

• Taxonomy (text)

• Phylum, Class, Order, Family, Genus 

Species Data

BFM

• Timestamp, Latitude, Longitude



• Surface : 

• 10m u-component of wind

• 10m v-component of wind

• 2m temperature

• Mean sea level pressure

ERA5 Data - Surface

BFM Steps towards developing the First Biodiversity Foundation Model

• Single : 

• Geopotential

• Land sea mask

• Soil type



• Atmosphere : 

• Geopotential

• Temperature

• u-component of wind

• v-component of wind

• Specific Humidity

ERA5 Data - Atmosphere

BFM

• Pressure Levels : 

• 50, 100, 150, 200, 250, 300, 400

• 500, 600, 700, 850, 925, 1000

Steps towards developing the First Biodiversity Foundation Model



• Land : 

• Land area (% of total land area)

World Bank - Indicators

BFM Steps towards developing the First Biodiversity Foundation Model

• Agriculture :

• Agriculture land ( % of land area)

• Agriculture irrigated ( % of total agricultural land)

• Arable land ( % of land area)

• Permanent cropland ( % of land area)

• Forest : 

• Forest area (% of land area)



NDVI

BFM

NDVI is an indicator of the greenness of the biomes.

NDVI is calculated as a ratio between the red (R) and near infrared 
(NIR) values. 

• NDVI will be a value between -1 and 1. 

• An area with nothing growing in it will have an NDVI of zero. 

• An area with dense, healthy vegetation will have an NDVI of 
one. 

• NDVI values less than 0 suggest a lack of dry land. 

• An ocean will yield an NDVI of -1

Steps towards developing the First Biodiversity Foundation Model



The Red List Index (RLI), is an indicator of the changing state of 
global biodiversity. 

It defines the conservation status of major species groups, and 
measures trends in extinction risk over time.

Red List Index

• Red List Categories :

• EX (Extinct), EW (Extinct in the Wild), CR (Critically 
Endangered), EN (Endangered)

• VU (Vulnerable), NT (Near Threatened), LC (Least Concern)

A Value of 1.0 equates to all species being categorized as 
‘Least Concern’. A value of 0 indicates that all species 
have gone extinct.

BFM Steps towards developing the First Biodiversity Foundation Model
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Data Challenges

Steps towards developing the First Biodiversity Foundation Model

Biodiversity data are not easy to work with:

1) Fragmentation: Dispersed among various sources

2) Lack of protocols: No uniform data collection and 
storage protocols

3) Quality: Varying and no validation metrics

4) Size and storing: From MBs to TBs

5) Sampling frequencies: hourly, daily, monthly, yearly

6) Multiple modalities

7) Handling: Diversified pre- and post-processing

8) Geodesic grounding: Different coordinate systems 
and representations/projections



ENGINEERING A MULTI-MODAL 
DATASET FOR BIODIVERSITY 

RESEARCH
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Engineering a Multimodal Dataset for Biodiversity

WHY: To solve some of the previous mentioned challenges 

Goal:

• Create a Unified dataset for diverse analyses 

• Scalable handling of large multimodal data

• Flexible integration of spatial and temporal features

Engineering a Multimodal Dataset for Biodiversity Research



Data Acquisition
Source API Files

e-DNA(BOLD) ✓

NDVI(Copernicus Land) ✓ ✓

ERA5(Copernicus) ✓

Indicators(Word Bank) ✓

Images(iNaturalist) ✓ ✓

Audios(Xeno Canto) ✓

Description(MOF) ✓

Living Planet Index ✓

Red List Index ✓

Images, Audios, 
Occurrences (GBIF)

✓

BFM Engineering a Multimodal Dataset for Biodiversity Research

APIs Limitations: 10.000 observations (iNaturalist), 

random date names(Xeno-Canto), downloading 

time (ERA5), species names request (MOP)

Challenge : World Bank and Red List

Files only with the name of the country and values

Solved by getting bounding boxes.
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Data Acquisition - Workflow
1. Data Retrieval:

• Reads pre-existing CSV, NetCDF, JSON. Filters data based on date, 
geolocation and content.

• Fetches data from sources through APIs. Retrieves metadata, and data 
files.

2. Data Processing:

• Extracts and harmonises relevant features, as data, and metadata.

• Rounds spatial data for uniformity and organized temporal values. Same 
formats and ranges, in location and timestamp.

• Processes downloaded images, audio and geospatial metadata to ensure 
standardisation.

3. Storage and Organisation:

• Saves outputs in structured directories based on regions, species, and 
data modalities.

• Creates species-specific subfolders for images, audio, and metadata.

• Ensures seamless integration of API-based data (e.g., taxonomy and 
audio metadata) with file-based datasets for downstream analysis.

Engineering a Multimodal Dataset for Biodiversity Research
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Species Dataset - Workflow

Steps :

1. Data Acquisition

2. Create Species Dataset

• Filtering to get specific folders, hash-table 
approach

Engineering a Multimodal Dataset for Biodiversity Research

3. Process Folders

4. Extract metadata from csv files. Matching 
audios and images. Get edna, description, 
and distribution data from csv

5. Create dataframe with these data

6. Standardise and Normalise values. Serialise 
data to be compatible with parquet format. 
Save

Challenge: Cannot load all the folders -> Extreme memory utilisation
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Data Fusion

Engineering a Multimodal Dataset for Biodiversity Research

High Dimensionality Issues

Loss of Modality-Specific Features

Scalability and Flexibility

Unified Input Representation

Simplified Model Design

Data Correlation Exploitation 

Reduced Processing Overhead
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Data Batch - Concept

Engineering a Multimodal Dataset for Biodiversity Research

Create a unified and structured data representation that integrates multimodal environmental and species 
data for spatiotemporal analysis and machine learning.

• Defined by latitude, longitude and timestamp

• Ensures all modalities are aligned in a consistent spatiotemporal framework

• Independent modality initialisation, shaped by the spatiotemporal grid
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Geospatial Data Grounding

Engineering a Multimodal Dataset for Biodiversity Research

Coordinate Reference System: WGS84

Data HyperCube Data Batch Data Point

https://en.wikipedia.org/wiki/World_Geodetic_System

Data Modalities

https://en.wikipedia.org/wiki/Hypercube

Lo
n

gi
tu

d
e
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Geospatial Data Grounding

Engineering a Multimodal Dataset for Biodiversity Research

Grid Sampling: 0.25o

Data Point: [long, lat, time, modalities]

Data Modalities

Species Taxonomy

Species Modalities

Climate Variables

Weather Variables

Vegetation Variables

Agriculture Variables

Cropland Variables

Forest Variables

Lo
n

gi
tu

d
e
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Data Batch - Statistics

Engineering a Multimodal Dataset for Biodiversity Research

Grid Sampling: 0.25o

Globe cells: 1.440(long) x 720 (lat) = 1.036.800

Europe cells: 321(long) x 153 (lat) = 49.113

Time Range: 01-01-2000 : 31-12-2020

Batch Size: ~70 GB

# Batches: 13.686 = 958.020 GB => 958 TB 

Each Batch: 2 days, lat, lon, 13 pressure levels, 21 species (metadata)

Total Data Points: 14.881.239

Task Cluster Time

Dataset 
pre- and 
post -
processing

TNO local ~ 12 days

SURF 
Snellius
(Rome)

~ 1.5 day

Batch 
creation 
(x1)

TNO local ~ 40 mins

SURF 
Snellius
(Rome)

~1 min

A Full HD image has 
1920x1080=2.073.600
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Dataset challenges & Limitations

NaN and missing values

• Locations at sea do not contain any values as we focus on ground 
level biodiversity

Saving and handling TB

• Each Europe batch is ~70GB (13.686 => 958 TB) 

Dataset pre-processing and Batch creation takes days

• Speed up to few hours with HPC scaling 

Limit to Europe region 

• For now use the coordinates [lat, long] = [(34, 72), (-30, 50) ]

Data Sources Limitations

• Requests limits

Engineering a Multimodal Dataset for Biodiversity Research



THE BIODIVERSITY 
FOUNDATION MODEL
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Biodiversity Foundation Model - Introduction

Purpose: Model biodiversity as complete as possible, uncovering hidden relationships

Goal: Develop an operational AI Foundation Model that can be used as an emulator to:

• Accurately monitor and predict biodiversity dynamics

• Generate conservation strategies

Requirements:

• Multi-modal data representation

• Preserve spatiotemporal features

• Operate in both local and global scale

• Simulate the underlying physics in multiple scales

• Adaptable to various use-cases 

Biodiversity Foundation Model



Related Work

BFM Biodiversity Foundation ModelBFM



Building Blocks (Encoder & Decoder)

BFM

Perceiver IO: A General Architecture for Structured Inputs & Outputs

• Perceiver IO – Perceiver (thus, Transformer) –based architecture [6]

Biodiversity Foundation Model

44



Building Blocks (Core)

Swin Transformer: Hierarchical Vision Transformer Using Shifted Windows

• Swin – Visual Transformer–based architecture [7]

• Based on shifted window partitioning mechanism

• Enables modelling of connections between different regions

• Hierarchical feature representations

• Aligns with ecosystems structuring – from individual interactions to broader dynamics

Biodiversity Foundation Model

Multiscale Vision Transformer (MViT)

• MViT – Also a Visual Transformer–based architecture [8]

• Progressive spatial reduction capability

• Understand biodiversity patterns at multiple scales

• Multi-scale feature hierarchy

• Enable the model to understand how different spatio-temporal scales of ecological processes interact

45

BFM



Final Architecture

Biodiversity Foundation Model

46

BFM

Encoder Core Decoder
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Development status

• Fully open-source frameworks

• Model sizes: 20 & 50 million parameters

• Test runs on TNO cluster

• Training runs on SURF’s Snellius utilising latest NVIDIA 
H100

Biodiversity Foundation Model
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Use case(s)

In the first iteration, Biodiversity Foundation Model will 

be used for:

• Species Distribution Modelling in EU

• Focus on Endangered Species

• 21 European-based species have been selected

Biodiversity Foundation Model
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BFM Development Recap

Biodiversity Foundation Model

Phenomena 
– Process

• Biodiversity

Data resources 

(a lot!)

•1000TB for 
European 
biodiversity

Objective 
identification

•Conservation 
Planning 
Strategies

Model 
selection

•PerceiverIO & 
Swin Transformer

Downstream 
task selection

•Species 
Distribution 
Modelling

Computation 
resources

•SURF Snellius

Pre-training –
evaluation 1

•Underway

Fine-tuning –
evaluation 2

•Commencing

Deployment

• Commencing
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BFM Application

Biodiversity Foundation Model
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BFM Application

Biodiversity Foundation Model
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Future steps

In the upcoming months

• Finalise pre-training

• Validate species distribution modelling capabilities

• Fine-tune on 2 new use cases

• Pollination

• Grassland Dynamics

• Add user interaction capabilities with Natural Language

Biodiversity Foundation Model
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