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Maxeler: a Grog Company

DataFlow driven solutions
Maxeler has 20 years of experience with data flow compute on FPGAs
We build and maintain our own compiler for Dataflow model’s

mapping onto FPGAs

Joined Groq last year as daughter company
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GrogChip™ 1 Architecture Overview

Scalable compute architecture ~ https://groq.com/isca-2020-conference/
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Current GrogWare™ Suite At-a-glance

Accelerating ML & HPC developer velocity

O PyTorch 1F Custom Applications

€ ONNX

}

Groq API

Groq Compiler

MAXELER

Groq Assembler

Groq Runtime

GroqChip™
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A Diverse Suite of Development Tools

Grog Compiler provides ever-growing
out-of-box support for standard Deep
Learning models

Grained
Control

GroqView™ Profiler

Groqg API provides finer grained control of
GrogChip in order to support custom
applications

Productivity

GrogqFlow™ Toolchain automatically runs
PyTorch models with just one line of code

GroqgView™ Profiler provides visualization of
the chip's compute and memory usage at
compile time

Performance Estimator provides accurate
predictions even without access to hardware
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DEMO: LLMs Running On an LPU™ System

Running Llama-2 70B and achieving ultra-low latency inference
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Al Accelerator Groq™ Adapts and Runs LLaMA,
the Meta™ Chatbot Model and Competitor to
ChatGPT, for Its Systems
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MOUNTAIN VIEW, Calif, March 15, 2023 /PRNewswire/ - Grog, a leading artificial intelligence (Al) and

(MU systems innovator, last week (LLM), LLaMA-ch

dl it adapted a new

from Meta and a proposed altarnative to ChatGPT-to run an its systems.

Facebook® parent, Meta, released LLaMA, which
an be used by chatbots to generate human-like
text, on February 24th. Three days later the Groq
team downloaded the model and within a few days
had it running on a production GrogNode™ server,
including eight GroaChip™ inference processors.
This is a rapid time-to-functionality: a development
task that can often take a larger team of engineers
weeks to months to complete, while Groq executed

with just a small group from its compiler team.
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Grogq™ First to Achieve 100
Tokens Per Second Per User on
Meta Al's Llama-2 70B, Leading
All Artificial Intelligence
Solutions Providers in Inference
Performance
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Groq Smashes LLM
) Performance Record Again
Using an LPU™ System With

groq

MOUNTAIN VIEW, Calif, Aug. 8, 2023 /PRNewswire/ - Grog, an artificial intelligence (Al
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No Response From GPU
Companies
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MOUNTAIN VIEW, Calif, Aug. 31, 2023

announced it has more than doubled its inference performance of the Large Language Model (LLM), Liama-2 708, in just

-~ Groq, an artificial provider, today

three weeks and is now running at more than 240 tokens per second (T/s) per ser on its LPU™ system. As mentioned in
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= GroqChip™ 1 Accelerator

QSFP28

QSFP28

User Defined Logic
IP Available from Groq
Ull Core Logic
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Questions

mengelen@grog.com






