
(recent developments in)

Flavour Physics

Wouter Hulsbergen (Nikhef)

Slides prepared for the BND school 2023



Preliminary remarks
• lectures aimed at non-experts!  

• “undemocratic” presentation
• experimental part focused on B-hadron physics
• missing a.o.: physics with kaons and D, electric-dipole moments, 

lepton-flavour violation, neutrinos, …

• please interrupt!
• slides are more of ‘guideline’



Reference material
• books

• Branco, Lavoura, Silva: “CP Violation”
• Bigi and Sanda: “CP Violation”
• …

• lecture notes (from some of the greatest, certainly not a complete list)
• Y.Nir, “Flavour physics and CP Violation”, https://arxiv.org/abs/1605.00433
• R. Fleischer, “B Physics and CP Violation”, http://arxiv.org/abs/hep-ph/0210323v3 
• A. Buras, “Flavour dynamics”, http://arxiv.org/abs/hep-ph/0101336v1
• A. Lenz, https://www.tp.nt.uni-siegen.de/~lenz/Lecture_Flav_2021pdf
• Y. Grossman and P. Tanedo: https://arxiv.org/abs/1711.03624
• N. Tuning, “CP Violation”, http://www.nikhef.nl/~h71/Lectures/2020/ppII-

cpviolation-14022020.pdf

https://arxiv.org/abs/1711.03624


Course organization
• 4 lectures of 90 minutes

• ~60 minutes oral lecture !
• ~30 minutes exercises 

https://github.com/wouterhuls/FlavourPhysicsBND2023/

• for the exercises need
• laptop, pen and paper 
• access to Jupyter (your own installation, or Google Colab, SWAN, …)

• ack’s: heavily borrowed from slides by Niels Tuning and Marcel Merk

https://github.com/wouterhuls/FlavourPhysicsBND2023/blob/main/README.md


Flavour physics lectures (4x45 minutes)

1. Flavour in the Standard Model

2. Neutral meson mixing

3. CP violation + experiments

4. Rare decays + recent developments

Let’s start with a few ‘Existential Questions” …



Existential questions

• universe’s basic building blocks: electron, proton, neutron and neutrino

• consider their masses

• neutrino: < 1 eV

• electron: 0.5 MeV

• proton:   938.27 MeV

• neutron: 939.57 MeV 

• why is the proton lighter than the neutron?

• what if it would be heavier?

• what if the electron were 4x heavier?



Existential questions

• universe’s basic building blocks: electron, up-quark, down-quark and neutrino

• consider their masses

• neutrino: < 1 eV

• electron: 0.5 MeV

• up-quark:        2.2 MeV*

• down-quark:  4.7 MeV*

• why is the up-quark lighter than the down-quark?

• what if it would be heavier?

• what if the electron were 4x heavier?
See  R.Cahn, The eighteen 
arbitrary parameters of the 
standard model in your everyday 
life Rev. Mod. Phys., Vol. 68, No. 3, (1996) 



Existential questions

• why are there three families? (Rabi, 1936: “who ordered that?”)
• why are the mass-scales so different?



Existential questions

• why is the CKM matrix almost diagonal?
• is there a relation between the mass hierarchy and the weak mixing?

• why is mixing in the lepton sector so different?
• do neutrino masses have another source?
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Existential questions
• why do we live in a matter dominated universe?

Nicola Neri CP violation in baryon decays - CERN 2016

CPV in b-hadrons 
‣ Same underlying short distance physics for b-baryons 

and B mesons but with different spin and QCD structure
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‣ Systematic study of CPV in b-baryons and in B mesons 
for a stringent test of CKM mechanism
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Alla ricerca di asimmetrie!
materia-antimateria!

a LHCb!
Introduction Physics Motivations 

Physics Motivation 

•  At LHC b-baryons are produced in unprecedented quantities ! opens 
a new !eld in "avour physics for precision measurements 
•  Mass, lifetimes and branching ratios measurements 
•  CP violation (CPV) 

•  CP violation (CPV) in b-baryons: 
•  CKM mechanism predicts sizeable  

 amount of CPV in b-baryons that  
 can be precisely measured 

•  Complementary means to test 
Standard Model with respect to 
B mesons 
 
 
 
 
 

•  Same underlying short distance physics as B mesons, with 
di#erent spin and QCD structure 

•  New CPV sources 
Andrea Merli – Search for CPV in b-baryons     |    29/11/2016     2 

SM prediction:

observation:
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I guess that we get to understand this better once we get to the neutrinos.
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The Anthropic Principle?
• “What we observe is biased by our own existence.” (Brandon Carter, ‘73)

• for the science, see e.g. (reference only, I didn’t read them yet!) 
• “The Anthropic Landscape of String Theory”, L. Susskind (2003)
• “The Emperor's Last Clothes?”, B. Schellekens (2008)



Explaining flavour?

• may never be able to ‘understand’ the 25+ parameters of the SM

• understanding ‘why’ may be a matter of showing that from all the 

10^500 string vacua ours is not an unlikely one 

• still want to understand the dynamic principles of our universe

• SM is not complete

• what is dark matter, energy, quantized gravity?

• what mechanism lead to a matter dominated universe?

• it is believed that electroweak symmetry breaking and flavour physics 

plays central role in some of these questions

• so … let’s embark on a tour of “flavour physics”!



“journey through land of flavour physics”

An AI view

4th and 5th family?

a can of ‘milk’?

new gauge 
sectors with 
hidden valley?



Flavour and the weak interaction

• EM and strong interaction ‘conserve flavour’

• only weak interaction allows for flavour-
changing transitions

• ‘flavour physics’ is physics of the weak 
interaction and electro-weak symmetry 
breaking



Why flavour physics?
• flavour observables are very sensitive to new physics at higher mass scales
• this holds in particular for ‘mixing’, ‘CP violation’ and ‘rare decays’

arXiv:1910.11775

LHC



Flavour physics: a tool for discovery

ARGUS Coll. 
Phys.Lett.B192:245,1987

Christenson, Cronin, Fitch, Turlay, 
Phys.Rev.Lett. 13 (1964) 138-140
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EVIDENCE FOR THE 2rr DECAY OF THE Km MESON*1

J. H. Christenson, J. W. Cronin, V. L. Fitch, and R. Turlay~
Princeton University, Princeton, New Jersey

(Received 10 July 1964)
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FIG. 1. Plan view of the detector arrangement.

This Letter reports the results of experimental
studies designed to search for the 2m decay of the
K, meson. Several previous experiments have
served"~ to set an upper limit of 1/300 for the
fraction of K2 's which decay into two charged pi-
ons. The present experiment, using spark cham-
ber techniques, proposed to extend this limit.
In this measurement, K,' mesons were pro-

duced at the Brookhaven AGS in an internal Be
target bombarded by 30-BeV protons. A neutral
beam was defined at 30 degrees relative to the

1 1circulating protons by a 1&-in. x 12-in. x 48-in.
collimator at an average distance of 14.5 ft. from
the internal target. This collimator was followed
by a sweeping magnet of 512 kG-in. at -20 ft. .
and a 6-in. x 6-in. x 48-in. collimator at 55 ft. A
1~-in. thickness of Pb was placed in front of the
first collimator to attenuate the gamma rays in
the beam.
The experimental layout is shown in relation to

the beam in Fig. 1. The detector for the decay
products consisted of two spectrometers each
composed of two spark chambers for track delin-
eation separated by a magnetic field of 178 kG-in.
The axis of each spectrometer was in the hori-
zontal plane and each subtended an average solid
angle of 0.7&& 10 steradians. The squark cham-
bers were triggered on a coincidence between
water Cherenkov and scintillation counters posi-
tioned immediately behind the spectrometers.
When coherent K,' regeneration in solid materials
was being studied, an anticoincidence counter was
placed immediately behind the regenerator. To
minimize interactions K2' decays were observed
from a volume of He gas at nearly STP.

Water

The analysis program computed the vector mo-
mentum of each charged particle observed in the
decay and the invariant mass, m*, assuming
each charged particle had the mass of the
charged pion. In this detector the Ke3 decay
leads to a distribution in m* ranging from 280
MeV to -536 MeV; the K&3, from 280 to -516; and
the K&3, from 280 to 363 MeV. We emphasize
that m* equal to the E' mass is not a preferred
result when the three-body decays are analyzed
in this way. In addition, the vector sum of the
two momenta and the angle, |9, between it and the
direction of the K,' beam were determined. This
angle should be zero for two-body decay and is,
in general, different from zero for three-body
decays.
An important calibration of the apparatus and

data reduction system was afforded by observing
the decays of K,' mesons produced by coherent
regeneration in 43 gm/cm' of tungsten. Since the
K,' mesons produced by coherent regeneration
have the same momentum and direction as the
K,' beam, the K,' decay simulates the direct de-
cay of the K,' into two pions. The regenerator
was successively placed at intervals of 11 in.
along the region of the beam sensed by the detec-
tor to approximate the spatial distribution of the
K,"s. The K,' vector momenta peaked about the
forward direction with a standard deviation of
3.4+0.3 milliradians. The mass distribution of
these events was fitted to a Gaussian with an av-
erage mass 498.1+0.4 MeV and standard devia-
tion of 3.6+ 0.2 MeV. The mean momentum of
the K,o decays was found to be 1100 MeV/c. At
this momentum the beam region sensed by the
detector was 300 K,' decay lengths from the tar-
get.
For the K,' decays in He gas, the experimental

distribution in m is shown in Fig. 2(a). It is
compared in the figure with the results of a
Monte Carlo calculation which takes into account
the nature of the interaction and the form factors
involved in the decay, coupled with the detection
efficiency of the apparatus. The computed curve
shown in Fig. 2(a) is for a vector interaction,
form-factor ratio f /f+= 0.5, and relative abun-
dance 0.47, 0.37, and 0.16 for the Ke3, K&3, and
Eg3 respectively. The scalar interaction has
been computed as well as the vector interaction
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the forward peak after subtraction of background
out of a total corrected sample of 22 700 K,' de-
cays.
Data taken with a hydrogen target in the beam

also show evidence of a forward peak in the cos0
distribution. After subtraction of background,
45+ 10 events are observed in the forward peak
at the K' mass. We estimate that -10 events can
be expected from coherent regeneration. The
number of events remaining (35) is entirely con-
sistent with the decay data when the relative tar-
get volumes and integrated beam intensities are
taken into account. This number is substantially
smaller (by more than a factor of 15) than one
would expect on the basis of the data of Adair
et al. '
We have examined many possibilities which

might lead to a pronounced forward peak in the
angular distribution at the K' mass. These in-
clude the following:
(i) K,' coherent regeneration. In the He gas it

is computed to be too small by a factor of -10' to
account for the effect observed, assuming reason
able scattering amplitudes. Anomalously large
scattering amplitudes would presumably lead to
exaggerated effects in liquid H, which are not
observed. The walls of the He bag are outside
the sensitive volume of the detector. The spatial
distribution of the forward events is the same as
that for the regular K,' decays which eliminates
the possibility of regeneration having occurred
in the collimator.
(ii) K&3 or Ke3 decay. A spectrum can be

constructed to reproduce the observed data. It
requires the preferential emission of the neutrino
within a narrow band of energy, +4 MeV, cen-
tered at 17+ 2 MeV (K&3) or 39+ 2 MeV (Ke3).
This must be coupled with an appropriate angular
correlation to produce the forward peak. There
appears to be no reasonable mechanism which
can produce such a spectrum.
(iii) Decay into w+7t y. To produce the highly

singular behavior shown in Fig. 3 it would be
necessary for the y ray to have an average ener-
gy of less than 1 MeV with the available energy
ext nding to 209 MeV. We know of no physical
process which would accomplish this.
We would conclude therefore that K2 decays to

two pions with a branching ratio R = (K2- w++ w )/
(K,'- all charged modes) = (2.0+ 0.4) && 10 where
the error is the standard deviation. As empha-
sized above, any alternate explanation of the ef-
fect requires highly nonphysical behavior of the
three-body decays of the K,'. The presence of a
two-pion decay mode implies that the K,' meson
is not a pure eigenstate of CI'. Expressed as
K,0=2 "'[(K,-KO)+e(KO+KJ] then I&I'= R&T—IT2
where 7, and T, are the K, and K,' mean lives
and RZ is the branching ratio including decay to
two r'. Using RT = &R and the branching ratio
quoted above, l et =—2.3x 10
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Is flavour physics `complicated’?
• less-intuitive concepts: imaginary phases, different bases, oscillations

• difficult computations
• lot’s of Feynman diagrams
• bound states, non-perturbative QCD, approximate symmetries

• very extensive phenomenology
• e.g. PDG full of decay modes (“Beetokaipaigamma…”)
• need to develop some intuition for what is interesting

-> aim: make you understand a little more on your next HEP conference!



DISCRETE SYMMETRIES



Symmetries
Nobel Laureate T.D. Lee:

Lecture 8

Local Gauge Invariance

In the next two lectures we discuss the theory of the electroweak interaction, the so-
called “Glashow-Salam-Weinberg model”. This theory can be formulated starting from
the principle of local gauge invariance.

8.1 Symmetries

Symmetries play a fundamental role in particle physics. A symmetry is always related
to a quantity that is fundamentally unobservable. To quote Nobel prize laureate T.D.
Lee:

”The root of all symmetry principles lies in the assumption that it is impossi-

ble to observe certain basic quantities; these will be called ‘non-observables’.”

In general one can distinguish1 four types of symmetries:

• permutation symmetries: These lead to Bose-Einstein statistics for particles with
integer spin (bosons) and to Fermi-Dirac statistics for particles with half integer
spin (fermions). The unobservable is the absolute identity of a particle;

• continuous space-time symmetries: translation, rotation, acceleration, etc. The re-
lated unobservables are respectively: absolute position in space, absolute direction
and the equivalence between gravity and acceleration;

• discrete symmetries: space inversion, time inversion, charge inversion. The unob-
servables are absolute left/right handedness, the direction of time and an absolute
definition of the sign of charge;

• unitary symmetries or internal symmetries, also called ‘gauge invariance’: These
are the symmetries discussed in this lecture. As an example of an unobservable
quantity think of the complex phase of a wave function in quantum mechanics.

1T.D. Lee: “Particle Physics and Introduction to Field Theory”
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Symmetries

symmetry example of unobservable

A. permutation symmetries

B. continuous space time symmetries

C. discrete symmetries (C,P,T)

D. internal (or ‘unitary’) symmetries

absolute identity of particle

absolute position, orientation, time

phase of a wave function

handedness, direction of time,
definition of sign of charge

Emmy Noether: continuous symmetry (case B,D)   à conservation law



Discrete symmetries
• suppose we watch some physical process.

can we determine unambiguously whether or not …
• we are watching the process where all charges are reversed ?
• we are watching the process through a mirror?
• we are watching the process in a film running backwards?

• C: charge conjugation

• P: parity transformation

• T: time reversal

+ -



Discrete symmetries

• classical theories invariant under C, P, T operations
• Newton mechanics, Maxwell electrodynamics, QM
• it is said these “conserve C, P, T symmetry”

• CPT theorem:
“Lorentz invariant local quantum field theory 
with a Hermitian Hamiltonian must obey CPT symmetry”
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parity transformation P: inversion of spatial coordinates

equivalent to: mirror transformation in one 
axis followed by 180-degree rotation

à often depicted by ‘mirror’



Time evolution in Heisenberg picture

consider process:
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7.3 Parity

Parity, or (space) inversion, is the operation that multiplies all spatial coordinates by
�1, so x ! �x. It is closely related to reflection in a mirror: the parity operation
is identical to a reflection in a plane through the origin, followed by a rotation under
180 degrees around an axis through the origin perpendicular to the mirror. Therefore,
for systems that are rotation and translation invariant, the two are equivalent. When
illustrating parity violation in pictures, we usually use an image with a reflection in a
mirror. Yet, when formulating the e↵ect of parity in a physics theory, we work with
space inversion.

Now, consider a process �i ! �f for some initial state i and final state f . The relation
between i and f given by an operator that describes the time evolution,

�f = Ûfi �i (7.8)

(We can look at the process at any time scale. So Û can just be a continuous function
of time.) Denoting the parity operation by P̂ we can also consider the mirror process,
characterised by �0

i
= P̂�i and �0

f
= P̂�f . We define the process to be ‘symmetric under

parity’ when it does not make any di↵erence whether we first transform �i to its mirror
image and then look at its time evolution, �i ! �0

i
! �0

f
, or first wait for the system

to evolve and then reflect it, �i ! �f ! �0
f
. Or, in terms more common in quantum

mechanics, the process is symmetric under parity when P̂ and Û commute,

[Û , P̂ ] = 0 (7.9)

Because for small times t we have Û(t) = e�iHt/~
⇡ 1 � iHt/~, it follows that such P̂

also commutes with the Hamiltonian. This definition of a symmetry is not limited to
mirror symmetry, but holds for any operator: if an operator Q̂ commutes with H then
it is called a symmetry operator.

If P̂ and H commute, then they have a common set of eigenvectors. If we consider
eigenvectors with energy E that are not degenerate (that is, there is no other state with
equal energy) then this immediately implies that these states have definite parity: they
are eigenstates of the parity operator and there is an observable property (a quantum
number) associated with the parity operation.

If we apply the parity operator twice, then we put the system back in its original state.
Consequently, if p is the eigenvalue of our state under the parity operator, then p2 = 1.
(Strictly speaking, the system would be in the same state even if we had changed the
wave function by an arbitrary phase. However, for simplicity we will not deal with the
minor complications that this introduces.) Therefore, the eigenvalue is either +1 or �1.
We call such states states of even and odd parity respectively.

Until 1956 all the known laws of physics were invariant under inversion symmetry. At
the scale of elementary particles our world was perfectly left-right symmetric. This
symmetry was well tested for the electromagnetic and strong interaction and it was
generally assumed that it held for the weak interaction as well.

time evolution:
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generally assumed that it held for the weak interaction as well.

time evolution operator



Time evolution of mirror process

process is ‘symmetric under P’ if applying parity transformation after time-
evolution is leads to same result as applying it before
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⇡ 1 � iHt/~, it follows that such P̂

also commutes with the Hamiltonian. This definition of a symmetry is not limited to
mirror symmetry, but holds for any operator: if an operator Q̂ commutes with H then
it is called a symmetry operator.

If P̂ and H commute, then they have a common set of eigenvectors. If we consider
eigenvectors with energy E that are not degenerate (that is, there is no other state with
equal energy) then this immediately implies that these states have definite parity: they
are eigenstates of the parity operator and there is an observable property (a quantum
number) associated with the parity operation.

If we apply the parity operator twice, then we put the system back in its original state.
Consequently, if p is the eigenvalue of our state under the parity operator, then p2 = 1.
(Strictly speaking, the system would be in the same state even if we had changed the
wave function by an arbitrary phase. However, for simplicity we will not deal with the
minor complications that this introduces.) Therefore, the eigenvalue is either +1 or �1.
We call such states states of even and odd parity respectively.

Until 1956 all the known laws of physics were invariant under inversion symmetry. At
the scale of elementary particles our world was perfectly left-right symmetric. This
symmetry was well tested for the electromagnetic and strong interaction and it was
generally assumed that it held for the weak interaction as well.

7.3. PARITY 109

7.3 Parity

Parity, or (space) inversion, is the operation that multiplies all spatial coordinates by
�1, so x ! �x. It is closely related to reflection in a mirror: the parity operation
is identical to a reflection in a plane through the origin, followed by a rotation under
180 degrees around an axis through the origin perpendicular to the mirror. Therefore,
for systems that are rotation and translation invariant, the two are equivalent. When
illustrating parity violation in pictures, we usually use an image with a reflection in a
mirror. Yet, when formulating the e↵ect of parity in a physics theory, we work with
space inversion.

Now, consider a process �i ! �f for some initial state i and final state f . The relation
between i and f given by an operator that describes the time evolution,
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�f = Ûfi �i (7.8)

(We can look at the process at any time scale. So Û can just be a continuous function
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parity quantum number
operator commuted with H  à conserved quantum number
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P and H have common set of eigenvectors 
with definite value for quantum number ‘parity’

applying parity twice brings us back where we were: 
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eigenvalues are  +1   and   -1 

parity even parity odd
caveat: could add arbitrary phase factor



Is ‘parity’ a good quantum number? 

general assumption until 1956: “laws of physics symmetric under parity”

elementary particles must have ‘definite parity’

well tested for electromagnetic and strong interaction (and gravity)

but do they?

in math: 
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The ’generic’ basis transformations are
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ij = (V q
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lj

For quarks we choose V
d
L , V

d
R , V

u
L and V

u
R such that the mass matrices m̂u,d

are diagonal. In that case in the Wqq Lagrangian we get the term
⇣
VuLV

†
dL

⌘
.

For leptons we choose m̂
d diagonal and also

⇣
VuLV

†
dL

⌘
. This implies that

choice for leptons: VuL = VdL

What I do not quite understand yet, is if this also implies

choice for leptons: VuR = VdR

If it does, then as a consequence, the mass matrix of the neutral leptons
becomes

m̂
u = V

d
LmuV

d
R

I guess that we get to understand this better once we get to the neutrinos.

1



The theta-tau puzzle
• around 1950, observation of two weakly decaying states with different parity:

110 LECTURE 7. THE WEAK INTERACTION

Since all all our leptons, mesons, and baryons are characterised by di↵erent masses (e.g.
by di↵erent eigenvalues of the total Hamiltonian) they all have definite parity: they are
either odd or even under the parity operation. (You will find their quantum numbers for
parity in the PDG.) These facts, definite parity for all (stable and meta-stable) particles,
and parity conservation in known interactions, is exactly what lead in the early fifties
to what was called the ‘theta-tau puzzle’.

The ✓ and the ⌧ were charged particles with strangeness one that decayed through the
weak interaction to two and three pions respectively,

✓+ ! ⇡+ + ⇡0

⌧+ ! ⇡+ + 2⇡0 or 2⇡+ + ⇡� (7.10)

The pions were all known to have parity �1. Then, assuming parity to be conserved
in these processes the theta had even parity and the tau odd parity. However, what
was truly strange is that the theta and tau were otherwise seemingly identical particles:
they had the same mass and same lifetime.

After verifying that there had never been any experimental tests of parity conservation
in the weak interaction, Lee and Yang hypothesized in 1956, that the tau and theta
were actually the same particle, and that the weak interaction was responsible for the
apparent violation of parity. They also proposed a number of experiments that could
establish parity violation in weak decays directly. Within half a year two of these
experiments were performed (Wu et al. (1957), Garmin, Lederman and Weinrich (1957))
and the parity violating character of the weak interaction was firmly established.

7.4 Covariance of the wave equations under parity

Let us now consider the parity transformation of the solutions to the wave equations in
more detail. In our notation the parity operation transforms

x ! x0 = �x

t ! t0 = t

�(x) ! �0(x0)

(7.11)

We would now like to establish the relation between �0(x0) and �(x). For the wave
equation to be ‘covariant’ (that is, the same form in every frame) this relation is to be
chosen such that if �(x) satisfies the wave equation, then �0(x0) satisfies the same wave
equation.

Now remember the Klein-Gordon equation for a free particle:

(@µ@
µ +m2) �(x) = 0 (7.12)

Because this equation is quadratic in @µ, the equation itself does not change under
parity. Hence, one possible solution is simply

�0
KG

(x0) = �KG(x) = �KG(�x0) (7.13)

pion has odd parity à
• theta has even parity
• tau has odd parity

• Lee & Yang in 1956:
simplest explanation: this is one and the same particle,
but weak interaction violates parity symmetry

• big puzzle: why do tau and theta have same mass and lifetime?

• quick experimental confirmation  (Wu, Ledermann, …) 



C and P symmetry in the weak interaction 

• weak interaction breaks C and P
symmetry maximally
• W couples to left-handed particles 

and right-handed anti-particles

• how about combined CP symmetry? 

W+
e+R

nL

W+
e+L

nR

W-
e-R

nL

W-

e-L

nR

P

C

10



CP symmetry
• “CP symmetry” for fundamental processes:

• In 1964, Christenson, Cronin, Fitch and Turlay observed CP violation (CPV) in 
decays of neutral kaons

• can only properly explain their measurement tomorrow

• important for our story

• CP violation is essential ingredient to understanding matter-anti-matter 
asymmetry in universe (“Sacharov Conditions”)

• in the SM it originates from non-trivial phases in Higgs Yukawa couplings

3 CP violation

���CP : P (A ! B) 6= P (Ā ! B̄)

��T : P (A ! B) 6= P (B ! A)

⇠⇠⇠CPT : P (A ! B) 6= P (B̄ ! Ā)

CP -symmetry violation (���CP ): P (A ! B) 6= P (Ā ! B̄)

T -symmetry violation (��T ): P (A ! B) 6= P (B ! A)

CPT -symmetry violation (⇠⇠⇠CPT ): P (A ! B) 6= P (B̄ ! Ā)

P(A ! B) = P(Ā ! B̄)

4 Yukawas
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The ’generic’ basis transformations are
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C and P quantum numbers in the PDG

https://pdglive.lbl.gov
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rotation symmetry

discrete symmetries 
(without Hweak)

SU(2) u <--> d symmetries 
(without HEM and Hweak)
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Discrete symmetry summary
• discrete symmetries: C, P, T

• CPT theorem: every reasonable theory obeys CPT symmetry

• strong and EW interaction are C, P and T symmetric

• weak interaction
• maximally violated P and C symmetry 
• violates CP symmetry a little bit

• matter and anti-matter differ at the fundamental level



FLAVOUR IN THE STANDARD MODEL



Building the Standard Model

• ingredients to build renormalizable model
1. choose gauge symmetries
2. choose representation of matter fields under symmetries
3. choose pattern of symmetry breaking
4. add any other term that is renormalizable and does not break gauge 

invariance

• will introduce these concepts on next slides, though not exactly in this 
order



Step 1: massless fermion matter fields4 Building the standard model

Step 1: start with free massless matter fields

Lfermions =
X

k

i k�
µ
@µ k

 2 {ui,↵, di,↵, `i, ⌫i}

There are 24 fields in total, each with 2 degrees of freedom (left and right):

• up and down quarks in three flavours and three colours

• charged leptons and neutrinos in three flavours

Step 2: introduce the gauge symmetry:

• first make the theory ’chiral’ by splitting fields in their left and right degrees
of freedom

• combine the left-handed fields in doublets, but not the right-handed fields

Qi =

✓
uL,i

dL,i

◆
Di = dR,i Ui = uR,i (2)
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⌫L,i
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• choose the gauge symmetry: U(1)Y ⌦ SU(2)L ⌦ SU(3)c

• choose the representation for QudL`⌫ under the symmetry (c, L)Y

field (c, L)Y
Q
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• Dirac Lagrangian for set of massless fields

• sum includes
• up quarks, down quarks, charged leptons, neutrinos
• 3 generations (or ‘families’)
• 3 versions of each quark (colour)
• independent left and right components for each field (“chiral theory”)



Step 2: introduce gauge symmetry
• make doublets of the left-handed u/d fields
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• choose the gauge symmetry

4 Building the standard model

Step 1: start with free massless matter fields

Lfermions =
X

k

i k�
µ
@µ k

 2 {ui,↵, di,↵, `i, ⌫i}

There are 24 fields in total, each with 2 degrees of freedom (left and right):

• up and down quarks in three flavours and three colours

• charged leptons and neutrinos in three flavours

Step 2: introduce the gauge symmetry:

• first make the theory ’chiral’ by splitting fields in their left and right degrees
of freedom

• combine the left-handed fields in doublets, but not the right-handed fields

Qi =

✓
uL,i

dL,i

◆
Di = dR,i Ui = uR,i (2)

Li =

✓
⌫L,i

`L,i

◆
Ei = `R,i Ni = ⌫R,i (3)

• choose the gauge symmetry: U(1)Y ⌦ SU(2)L ⌦ SU(3)c

• choose the representation for QudL`⌫ under the symmetry (c, L)Y

field (c, L)Y
Q

I (3, 2)1/3
L
I (1, 2)�1

u
I
R (3, 1)4/3

d
I
R (3, 1)2/3
`
I
R (1, 1)�2

⌫
I
R (1, 1)0

4

• choose the representation
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gauge transformations
• gauge transformation of Dirac fields

“U(1) hypercharge” “SU(2) weak iso-spin” “SU(3) color”

• principle of local gauge invariance:
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under the SU(2)L group and the thrid the quantum number for U(1)Y . Often
the subscripts R and L are dropped. The 3 is then replaced by 3 because
apparently then all fields can be described by left-handed Weyl spinors. I’m
just not sure what 3 means. The superscript I was added to make clear these
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• interactions appear out of covariant derivatives:
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where Ga are the SU(3)c vector bosons, Wb the SU(2)L vector bosons, La the
SU(3)c generator times the colour charge operator, etc.

• Standard Model assumption: “flavour universality”: gauge couplings gs, g, g0

are the same for all generations
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add covariant derivatives à gauge interactions
• introduce the covariant derivative (local gauge invariance)

The first number represents the representation under SU(3)c group, the second
under the SU(2)L group and the thrid the quantum number for U(1)Y . Often
the subscripts R and L are dropped. The 3 is then replaced by 3 because
apparently then all fields can be described by left-handed Weyl spinors. I’m
just not sure what 3 means. The superscript I was added to make clear these
are interaction eigenstates.

• interactions appear out of covariant derivatives:
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Y (4)

where Ga are the SU(3)c vector bosons, Wb the SU(2)L vector bosons, La the
SU(3)c generator times the colour charge operator, etc.

• Standard Model assumption: “flavour universality”: gauge couplings gs, g, g0

are the same for all generations

At this point the Lagrangian is

Lkinetic = Lfermions + Lgauge bosons + Linteractions (5)

Step 3: add the Higgs doublet

• introduce a scalar field that is a singlet under SU(3)c and a doublet under
SU(2)L with (c, L)Y = (1, 2)+1

� =

✓
�
+

�
0

◆
(6)

• a mexican hat potential (mass term) does not break the gauge invariance

LHiggs = (Dµ
�
†)(Dµ�)� µ

2
�
†
�� �(�†

�)2 (7)

The covariance derivative gives the interactions between � and W and B.

• add any additional interaction term that is allowed by the gauge symmetry
and renormalizable (e.g. of low dimension). It turns out that these are all of
the form

LYukawa = y
u
Q�uR + y

d
Q�̃dR + h.c. (8)

5

G,W,B: gauge (vector) fields

L,T,B: symmetry group generators 

gs, g, g’: universal coupling constants

• identical for quark/leptons
(but some freedom in choosing Y)

• identical for all generations:
flavour universality



add kinetic terms for gauge fields
• add kinetic terms for gauge bosons to complete Lagrangian

free massless gauge fields

interaction termsfree massless fermions
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• up to this point fields are massless: mass terms break gauge invariance



mass terms?
• Dirac mass terms are

• add any additional interaction term that is allowed by the gauge symmetry
and renormalizable (e.g. of low dimension). It turns out that these are all of
the form

LYukawa = yd Q� dR + yu Q �̃c uR + h.c. (15)

with the doublet Q and the singlets u and d having the same representation
under SU(3)c and

�̃c = �i⌧2�
⇤ =

✓
��0⇤

�+⇤

◆
(16)

LYukawa = yd Q � dR + h.c. (17)

LYukawa = yd
✓
uL

dL

◆ ✓
�+

�0

◆
dR + h.c. (18)

Therefore, terms that mix quark generations or terms that mix lepton genera-
tions are allowed, but terms that mix leptons and quarks not. The hermition
conjugate terms are needed to keep the Lagrangian hermition. The tilde is
needed to swap the top and bottom: I understand sort of why this is needed
to get the right terms in terms of the physical massive fields.

Omitting the lepton term, the full set is

LYukawa = yd
ij
Q

I

i
�DI

j
+ yu

ij
Q

I

i
�̃c U I

j
+ (leptons) + h.c. (19)

LYukawa = yd
ij
Q

i
� dR,j + yu

ij
Q

i
�̃c uR,j + (leptons) + h.c. (20)

L = QI

i
(i�µ@µ)Q

I

i
� g QI

i
�µ(Wµ ·T)QI

i
+ yd

ij
Q

I

i
�DI

j
+ . . . (21)

Mass terms?

LDirac mass = �m   = �m
⇣
 

R
 L +  

L
 R

⌘

LDirac mass = �m
�
 

R
 L +  

L
 R

�

Step 4: symmetrybreaking

7

• break gauge symmetry because left- and right-handed components 
transform differently (‘chiral theory’)



Step 3: introduce symmetry breaking
• add scalar complex doublet (4 real degrees-of-freedom)

The first number represents the representation under SU(3)c group, the second
under the SU(2)L group and the thrid the quantum number for U(1)Y . Often
the subscripts R and L are dropped. The 3 is then replaced by 3 because
apparently then all fields can be described by left-handed Weyl spinors. I’m
just not sure what 3 means. The superscript I was added to make clear these
are interaction eigenstates.

• interactions appear out of covariant derivatives:
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where Ga are the SU(3)c vector bosons, Wb the SU(2)L vector bosons, La the
SU(3)c generator times the colour charge operator, etc.

• Standard Model assumption: “flavour universality”: gauge couplings gs, g, g0
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Step 3: add the Higgs doublet
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representation under gauge group:

• give it a Mexican-hat mass-term: this does not break symmetry

LHiggs = (Dµ
�
†)(Dµ�)� V (�) (9)

V (�) = µ
2
�
†
�+ �(�†

�)2 (10)

The covariance derivative gives the interactions between � and W and B.

• add any additional interaction term that is allowed by the gauge symmetry
and renormalizable (e.g. of low dimension). It turns out that these are all of
the form

LYukawa = y
u
Q�uR + y

d
Q�̃dR + h.c. (11)

with the doublet Q and the singlets u and d having the same representation
under SU(3)c and

�̃
c = �i⌧2�

⇤ =

✓
��

0⇤

�
+⇤

◆
(12)

Therefore, terms that mix quark generations or terms that mix lepton genera-
tions are allowed, but terms that mix leptons and quarks not. The hermition
conjugate terms are needed to keep the Lagrangian hermition. The tilde is
needed to swap the top and bottom: I understand sort of why this is needed
to get the right terms in terms of the physical massive fields.

Omitting the neutrino term, the full set is

LYukawa = y
e
ijL

I
i�E

I
j + y

d
ijQi�Dj + y

u
i,jQi�̃

c
Uj + h.c. (13)

Step 4: symmetrybreaking

• introduce the Higgs expectation value, such that the vacuum state is

� =

✓
0
v

◆
(14)

• leads to a massive Higgs, three massiveW gauge bosons, and a massless photon

• via the yukawa interactions, this leads to

– massive fermions

6
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• via the yukawa interactions, this leads to
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6

kinetic term potential



Step 3: introduce symmetry breaking
• choose parameters such that ground state has ‘broken symmetry’

μ2 > 0 μ2 < 0

• symmetry broken by  vacuum expectation value (“vev”)

178 LECTURE 11. SYMMETRY BREAKING

There are again two distinct cases: µ2 > 0 and µ2 < 0. As in the previous section, we
investigate the particle spectrum by studying the Lagrangian under small perturbations
around the vacuum.

11.4.1 µ2 > 0

V(  )Φ

φ
2

φ
1

This situation simply describes two massive scalar par-
ticles, each with a mass µ with additional interactions:

L(�1,�2) =
1

2
(@µ�1)

2
�

1

2
µ2�2

1

| {z }
particle �1, mass µ

+
1

2
(@µ�2)

2
�

1

2
µ2�2

2

| {z }
particle �2, mass µ

+ interaction terms

11.4.2 µ2 < 0

V(  )Φ

φ
2

v−

φ
1

ξ
η

When µ2 < 0 there is not a single vacuum located at
✓

0
0

◆
, but an infinite number of vacua that satisfy:

q
�2

1
+ �2

2
=

r
�µ2

�
= v

From the infinite number we choose �0 as �1 = v and
�2 = 0. To see what particles are present in this model,
the behaviour of the Lagrangian is studied under small
oscillations around the vacuum.

Looking at the symmetry we would use a ↵ei�. When
looking at perturbations around this minimum it is nat-
ural to define the shifted fields ⌘ and ⇠, with: ⌘ = �1�v
and ⇠ = �2, which means that the (perturbations around
the) vacuum are described by (see section 11.5.2):

�0 =
1
p
2
(⌘ + v + i⇠)

η

ξφ2

φ1
[2] [1]

circle of vacua

Using �2 = �⇤� = 1

2
[(v + ⌘)2 + ⇠2] and µ2 = ��v2 we can rewrite the Lagrangian in
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v =
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The covariance derivative gives the interactions between � and W and B.

• add any additional interaction term that is allowed by the gauge symmetry
and renormalizable (e.g. of low dimension). It turns out that these are all of
the form
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with the doublet Q and the singlets u and d having the same representation
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Therefore, terms that mix quark generations or terms that mix lepton genera-
tions are allowed, but terms that mix leptons and quarks not. The hermition
conjugate terms are needed to keep the Lagrangian hermition. The tilde is
needed to swap the top and bottom: I understand sort of why this is needed
to get the right terms in terms of the physical massive fields.

Omitting the neutrino term, the full set is
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u
i,jQi�̃

c
Uj + h.c. (15)

Step 4: symmetrybreaking

6



Step 3: introduce symmetry breaking
• from all possible ground states, choose one where !" has v.e.v.

ξ: ‘eaten’ by SU(2) gauge bosons to give mass to W+, W- and Z

h: dynamic real neutral scalar Higgs field

v: constant Higgs ‘vacuum expectation value’

LHiggs = (Dµ
�
†)(Dµ�)� V (�) (9)

V (�) = µ
2
�
†
�+ �(�†

�)2 (10)

� =

✓
⌘

v + h

◆
(11)

✓
�
+

�
0

◆
=

✓
⇠1 + i ⇠2

v + h+ i ⇠3

◆
!

✓
0

v + h

◆
(12)

v =

r
�µ2

�

The covariance derivative gives the interactions between � and W and B.

• add any additional interaction term that is allowed by the gauge symmetry
and renormalizable (e.g. of low dimension). It turns out that these are all of
the form

LYukawa = y
u
Q�uR + y

d
Q�̃dR + h.c. (13)

with the doublet Q and the singlets u and d having the same representation
under SU(3)c and

�̃
c = �i⌧2�

⇤ =

✓
��

0⇤

�
+⇤

◆
(14)

Therefore, terms that mix quark generations or terms that mix lepton genera-
tions are allowed, but terms that mix leptons and quarks not. The hermition
conjugate terms are needed to keep the Lagrangian hermition. The tilde is
needed to swap the top and bottom: I understand sort of why this is needed
to get the right terms in terms of the physical massive fields.

Omitting the neutrino term, the full set is

LYukawa = y
e
ijL

I
i�E

I
j + y

d
ijQi�Dj + y

u
i,jQi�̃

c
Uj + h.c. (15)

Step 4: symmetrybreaking

6

LHiggs = (Dµ
�
†)(Dµ�)� V (�) (9)

V (�) = µ
2
�
†
�+ �(�†

�)2 (10)

� =
1p
2

✓
⌘

v + h

◆
(11)

✓
�
+

�
0

◆
=

1p
2

✓
⇠1 + i ⇠2

v + h+ i ⇠3

◆
! 1p

2

✓
0

v + h

◆
(12)

v =

r
�µ2

�

The covariance derivative gives the interactions between � and W and B.

• add any additional interaction term that is allowed by the gauge symmetry
and renormalizable (e.g. of low dimension). It turns out that these are all of
the form

LYukawa = y
d
Q� dR + y

u
Q �̃

c
uR + h.c. (13)

with the doublet Q and the singlets u and d having the same representation
under SU(3)c and

�̃
c = �i⌧2�

⇤ =

✓
��

0⇤

�
+⇤

◆
(14)

LYukawa = y
d
Q � dR + h.c. (15)

LYukawa = y
d

✓
uL

dL

◆ ✓
�
+

�0

◆
dR + h.c. (16)

Therefore, terms that mix quark generations or terms that mix lepton genera-
tions are allowed, but terms that mix leptons and quarks not. The hermition
conjugate terms are needed to keep the Lagrangian hermition. The tilde is
needed to swap the top and bottom: I understand sort of why this is needed
to get the right terms in terms of the physical massive fields.
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Step 4: add anything else allowed

• add terms that 
• do not break the gauge invariance
• are renormalizable

(this can be done before/after symmetry breaking: makes no difference)

• two kinds
• “Higgs Yukawa interactions”
• “Majorana neutrino mass” (Weinberg operator; will skip this)



Adding Yukawa interactions

• one example: for right-handed down quarks

Yukawa coupling
(free complex parameter)

left-handed doublet Higgs doublet

right-handed singlet

needed to keep
Lagrangian hermitian

• to make this work it is essential that Higgs doublet has Y = YL – YR = +1

LHiggs = (Dµ
�
†)(Dµ�)� V (�) (9)

V (�) = µ
2
�
†
�+ �(�†

�)2 (10)

� =

✓
⌘

v + h

◆
(11)

✓
�
+

�
0

◆
=

✓
⇠1 + i ⇠2

v + h+ i ⇠3

◆
!

✓
0

v + h

◆
(12)

v =

r
�µ2

�

The covariance derivative gives the interactions between � and W and B.

• add any additional interaction term that is allowed by the gauge symmetry
and renormalizable (e.g. of low dimension). It turns out that these are all of
the form

LYukawa = y
d
Q� dR + y

u
Q �̃

c
uR + h.c. (13)

with the doublet Q and the singlets u and d having the same representation
under SU(3)c and

�̃
c = �i⌧2�

⇤ =

✓
��

0⇤

�
+⇤

◆
(14)

LYukawa = y
d
Q � dR + h.c. (15)

LYukawa = y
d

✓
uL

dL

◆ ✓
�
+

�0

◆
dR + h.c. (16)

Therefore, terms that mix quark generations or terms that mix lepton genera-
tions are allowed, but terms that mix leptons and quarks not. The hermition
conjugate terms are needed to keep the Lagrangian hermition. The tilde is
needed to swap the top and bottom: I understand sort of why this is needed
to get the right terms in terms of the physical massive fields.

Omitting the neutrino term, the full set is

LYukawa = y
e
ijL

I
i�E

I
j + y

d
ijQi�Dj + y

u
i,jQi�̃

c
Uj + h.c. (17)

6

Qi =

✓
uL,i

dL,i

◆
dR,i uR,i (4)

Li =

✓
⌫L,i
`L,i

◆
`R,i ⌫R,i (5)

• choose the gauge symmetry: U(1)Y ⌦ SU(2)L ⌦ SU(3)c

 0 = ei↵(x)Y ei�(x)T ei�(x)L  

L0 = L

• choose the representation for QudL`⌫ under the symmetry (c, L)Y

field (c, L)Y
QI (3, 2)1/3
LI (1, 2)�1

uI

R
(3, 1)4/3

dI
R

(3, 1)2/3
`I
R

(1, 1)�2

⌫I

R
(1, 1)0

The first number represents the representation under SU(3)c group, the second
under the SU(2)L group and the thrid the quantum number for U(1)Y . Often
the subscripts R and L are dropped. The 3 is then replaced by 3 because
apparently then all fields can be described by left-handed Weyl spinors. I’m
just not sure what 3 means. The superscript I was added to make clear these
are interaction eigenstates.

• interactions appear out of covariant derivatives:

@µ ! Dµ ⌘ @µ + igs
X

a

Gµ

a
La + ig

X

b

W µ

b
Tb + ig0BµY (6)

where Ga are the SU(3)c vector bosons, Wb the SU(2)L vector bosons, La the
SU(3)c generator times the colour charge operator, etc.

• Standard Model assumption: “flavour universality”: gauge couplings gs, g, g0

are the same for all generations

5



Adding Yukawa interactions
• all Yukawa terms (in compact form)

• note: it is traditional to leave νR term away  (but not well motivated anymore!)

• constraints from gauge symmetry:
• terms that ‘mix’ leptons and quarks break U(1)Y

• terms that ‘mix’ families are fine!

LHiggs = (Dµ
�
†)(Dµ�)� V (�) (9)

V (�) = µ
2
�
†
�+ �(�†

�)2 (10)

� =

✓
⌘

v + h

◆
(11)

✓
�
+

�
0

◆
=

✓
⇠1 + i ⇠2

v + h+ i ⇠3

◆
!

✓
0

v + h

◆
(12)

v =

r
�µ2

�

The covariance derivative gives the interactions between � and W and B.

• add any additional interaction term that is allowed by the gauge symmetry
and renormalizable (e.g. of low dimension). It turns out that these are all of
the form

LYukawa = y
d
Q� dR + y

u
Q �̃

c
uR + h.c. (13)

with the doublet Q and the singlets u and d having the same representation
under SU(3)c and

�̃
c = �i⌧2�

⇤ =

✓
��

0⇤

�
+⇤

◆
(14)

LYukawa = y
d
Q � dR + h.c. (15)

LYukawa = y
d

✓
uL

dL

◆ ✓
�
+

�0

◆
dR + h.c. (16)

Therefore, terms that mix quark generations or terms that mix lepton genera-
tions are allowed, but terms that mix leptons and quarks not. The hermition
conjugate terms are needed to keep the Lagrangian hermition. The tilde is
needed to swap the top and bottom: I understand sort of why this is needed
to get the right terms in terms of the physical massive fields.

Omitting the lepton term, the full set is

LYukawa = y
d
ij Qi �Dj + y

u
ij Qi �̃

c
Uj + (leptons) + h.c. (17)
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Yukawa terms after symmetry breaking

• mass terms proportional to Yukawa couplings and vev:

mass term
(but not diagonal)

Hqq coupling

Leads to

Ld
Yukawa

= y
d
ij

✓
uL,i

dL,i

◆ ✓
�
+

�
0

◆
dR,j ! 1p

2
y
d
ijv dL,idR,j +

1p
2
y
d
ij h dL,i dR,j

y
u
ij

✓
uL,i

dL,i

◆ ✓
�
0

��
+

◆
dR,j ! y

u
ijuL,i(v + h)uR,j =

Note that diagonalizing mass matrix is same as diagonalizing Yukawa matrix: that’s
why Higgs does not introduce flavour changing couplings.

4.2 Mass matrix etc

m
u
ij ⌘ v y

u
ij m

d
ij ⌘ v y

d
ij m

`
ij ⌘ v y

`
ij m

⌫
ij ⌘ v y

⌫
ij

M = U
†
L D UR D = UL M U

†
R

m
q
ij =

⇣
U

q†
L

⌘

ik
m̃kl (U

q
R)lj

Lq
mass

= q
I
L,i m

q
ij q

I
R,j (26)

= q
I
L,i

⇣
U

q†
L

⌘

ik
m̃

q
kl (U

q
R)lj q

I
R,j (27)

⌘ qL,i m̃
q
ijqR,j (28)

qL,i ⌘ (U q
L)ij q

I
L,j (29)

qR,i ⌘ (U q
R)ij q

I
R,j (30)

9

Showing the invariance of the Yukawa terms under the SU(2)L ⇥U(1)Y transforma-
tion

�
0 = e

i~↵·~T+i�Ŷ

✓
�
+

�
0

◆
= e

i�Y�e
i~↵·~T

✓
�
+

�
0

◆
(22)

Q
0 = e

i~↵·~T+i�Ŷ
Q = e

i�YQe
~↵·~T

Q (23)

D
0 = e

�Ŷ
D = e

i�YUD (24)

Therefore (and considering that the SU(2) is a unitary matrix, we have

(Q�D)0 = e
i�(Y�+YD�YQ)

Q�D (25)

Therefore, to get gauge invariance we need Y� + YD � YQ = 0 which implies Y� =
YQ � YD = 1/3 + 2/3 = 1.

• for the Q�U and L�E yukawas we need Y� + YE � YL = 0, which implies
Y� = YL � YE = �1 + 2/3 = 1 YQ � YU = 1, so that works. Idem for Q�̃D.

• for the Q�̃D combination we need to know the hypercharge of �̃. This is
easily derived to be �1: show that H̃ 0 = e

i↵(�Y�)H
0. The complex conjugate

introduces the minus sign.

So, indeed the terms above are all gauge invariant provided that the Higgs doublet
has hypercharge Y� = YQ � YD = YL � YE.

Y� = YL � YR

4.1 Yukawa’s after symmetry breaking

� =

✓
�
+

�
0

◆
! 1p

2

✓
0

v + h

◆

8

Leads to

Ld
Yukawa

= y
d
ij

✓
uL,i

dL,i

◆ ✓
�
+

�
0

◆
dR,j ! 1p

2
y
d
ijv dL,idR,j +

1p
2
y
d
ij h dL,i dR,j

y
u
ij

✓
uL,i

dL,i

◆ ✓
�
0

��
+

◆
dR,j ! y

u
ijuL,i(v + h)uR,j =

Note that diagonalizing mass matrix is same as diagonalizing Yukawa matrix: that’s
why Higgs does not introduce flavour changing couplings.

4.2 Mass matrix etc

m
u
ij ⌘ vp

2
y
u
ij m

d
ij ⌘ vp

2
y
d
ij m

`
ij ⌘ vp

2
y
`
ij m

⌫
ij ⌘ vp

2
y
⌫
ij

M = U
†
L D UR D = UL M U

†
R

m
q
ij =

⇣
U

q†
L

⌘

ik
m̃kl (U

q
R)lj

Lq
mass

= q
I
L,i m

q
ij q

I
R,j (26)

= q
I
L,i

⇣
U

q†
L

⌘

ik
m̃

q
kl (U

q
R)lj q

I
R,j (27)

⌘ qL,i m̃
q
ijqR,j (28)

qL,i ⌘ (U q
L)ij q

I
L,j (29)

qR,i ⌘ (U q
R)ij q

I
R,j (30)
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Mass eigenstates
• up to now Lagrangian written in terms of ‘interaction eigen states’

Omitting the lepton term, the full set is

LYukawa = y
d
ij Q

I
i �D

I
j + y

u
ij Q

I
i �̃

c
U

I
j + (leptons) + h.c. (17)

L = Q
I
i (i�

µ
@µ)Q

I
i � g Q

I
i �

µ(Wµ ·T)QI
i + y

d
ij Q

I
i �D

I
j + . . . (18)

Step 4: symmetrybreaking

• introduce the Higgs expectation value, such that the vacuum state is

� =

✓
0
v

◆
(19)

• leads to a massive Higgs, three massiveW gauge bosons, and a massless photon

• via the yukawa interactions, this leads to

– massive fermions

– predictions that coupling of Higgs field to fermions is proportional to their
mass

– lepton and quark mixing matrices

• The neutrinos can get mass terms in two ways:

– by adding the Yukawa term

LYukawa = y
⌫
ijL

I
i �̃⌫

I
R,j (20)

This is the “Dirac” neutrino mass.

– by adding an explicit ’Majorana’ mass term

Lmajorana = �⌫Rm⌫R (21)

It does not break gauge invariance because the right-handed neutrino is
a singlet under all symmetries.

7

(have not been very consistent with the ‘superscript I’)

• if we scatter particles, compute things in terms of ‘mass eigenstates’
• natural basis in QFT perturbation theory

• this means for us: diagonalize mass terms in Lagrangian



Diagonalizing mass matrices

• diagonalizing mass matrix is same as diagonalizing Yukawa matrices: 
Higgs-fermion interactions are diagonalized simultaneously

• two important SM predictions:
• Higgs-fermion interaction strength is proportional to mass
• no mixing of fermions from Higgs-fermion coupling:

no “Higgs-induced flavour changing neutral coupling (“FCNC”)

• mass matrices

Leads to

Ld
Yukawa

= y
d
ij

✓
uL,i

dL,i

◆ ✓
�
+

�
0

◆
dR,j ! 1p

2
y
d
ijv dL,idR,j +

1p
2
y
d
ij h dL,i dR,j

y
u
ij

✓
uL,i

dL,i

◆ ✓
�
0

��
+

◆
dR,j ! y

u
ijuL,i(v + h)uR,j =

Note that diagonalizing mass matrix is same as diagonalizing Yukawa matrix: that’s
why Higgs does not introduce flavour changing couplings.

4.2 Mass matrix etc

m
u
ij ⌘ vp

2
y
u
ij m

d
ij ⌘ vp

2
y
d
ij m

`
ij ⌘ vp

2
y
`
ij m

⌫
ij ⌘ vp

2
y
⌫
ij

M = U
†
L D UR D = UL M U

†
R

m
q
ij =

⇣
U

q†
L

⌘

ik
m̃kl (U

q
R)lj

Lq
mass

= q
I
L,i m

q
ij q

I
R,j (26)

= q
I
L,i

⇣
U

q†
L

⌘

ik
m̃

q
kl (U

q
R)lj q

I
R,j (27)

⌘ qL,i m̃
q
ijqR,j (28)

qL,i ⌘ (U q
L)ij q

I
L,j (29)

qR,i ⌘ (U q
R)ij q

I
R,j (30)
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Higgs FCNC

• no “Higgs induced flavour changing neutral couplings” (at tree level)

• “ !""h” terms couples mass eigenstates:

d

d

YES d

s

NO



From your linear algebra course 
• complex matrix M can be decomposed as

• decomposition is not unique
• by changing phases column/row of U: can choose D real and positive
• by re-arranging rows/columns of U: can choose order of diagonal elements

Leads to

Ld
Yukawa

= y
d
ij

✓
uL,i

dL,i

◆ ✓
�
+

�
0

◆
dR,j ! (ydijv) dL,idR,j + y

d
ij h dL,i dR,j

y
u
ij

✓
uL,i

dL,i

◆ ✓
�
0

��
+

◆
dR,j ! y

u
ijuL,i(v + h)uR,j =

Note that diagonalizing mass matrix is same as diagonalizing Yukawa matrix: that’s
why Higgs does not introduce flavour changing couplings.

4.2 Mass matrix etc

m
u
ij ⌘ v y

u
ij m

d
ij ⌘ v y

d
ij m

`
ij ⌘ v y

`
ij m

⌫
ij ⌘ v y

⌫
ij

M = U
†
L D UR D = UL M U

†
R

m
q
ij =

⇣
V

q†
L

⌘

ik
m̃kl (V

q
R)lj

9

UL , UR: unitary matrices
D: diagonal matrix

Leads to

Ld
Yukawa

= y
d
ij

✓
uL,i

dL,i

◆ ✓
�
+

�
0

◆
dR,j ! (ydijv) dL,idR,j + y

d
ij h dL,i dR,j

y
u
ij

✓
uL,i

dL,i

◆ ✓
�
0

��
+

◆
dR,j ! y

u
ijuL,i(v + h)uR,j =

Note that diagonalizing mass matrix is same as diagonalizing Yukawa matrix: that’s
why Higgs does not introduce flavour changing couplings.

4.2 Mass matrix etc

m
u
ij ⌘ v y

u
ij m

d
ij ⌘ v y

d
ij m

`
ij ⌘ v y

`
ij m

⌫
ij ⌘ v y

⌫
ij

M = U
†
L D UR D = UL M U

†
R

m
q
ij =

⇣
V

q†
L

⌘

ik
m̃kl (V

q
R)lj

9



Diagonalizing mass matrix

• mass matrix:

Leads to

Ld
Yukawa

= y
d
ij

✓
uL,i

dL,i

◆ ✓
�
+

�
0

◆
dR,j ! (ydijv) dL,idR,j + y

d
ij h dL,i dR,j

y
u
ij

✓
uL,i

dL,i

◆ ✓
�
0

��
+

◆
dR,j ! y

u
ijuL,i(v + h)uR,j =

Note that diagonalizing mass matrix is same as diagonalizing Yukawa matrix: that’s
why Higgs does not introduce flavour changing couplings.

4.2 Mass matrix etc

m
u
ij ⌘ v y

u
ij m

d
ij ⌘ v y

d
ij m

`
ij ⌘ v y

`
ij m

⌫
ij ⌘ v y

⌫
ij

M = U
†
L D UR D = UL M U

†
R

m
q
ij =

⇣
U

q†
L

⌘

ik
m̃kl (U

q
R)lj

9

Leads to

Ld
Yukawa

= y
d
ij

✓
uL,i

dL,i

◆ ✓
�
+

�
0

◆
dR,j ! (ydijv) dL,idR,j + y

d
ij h dL,i dR,j

y
u
ij

✓
uL,i

dL,i

◆ ✓
�
0

��
+

◆
dR,j ! y

u
ijuL,i(v + h)uR,j =

Note that diagonalizing mass matrix is same as diagonalizing Yukawa matrix: that’s
why Higgs does not introduce flavour changing couplings.

4.2 Mass matrix etc

m
u
ij ⌘ v y

u
ij m

d
ij ⌘ v y

d
ij m

`
ij ⌘ v y

`
ij m

⌫
ij ⌘ v y

⌫
ij

M = U
†
L D UR D = UL M U

†
R

m
q
ij =

⇣
U

q†
L

⌘

ik
m̃kl (U

q
R)lj

Lq
mass

= q
I
L,i m

q
ij q

I
R,j (26)

= q
I
L,i

⇣
U

q†
L

⌘

ik
m̃

q
kl (U

q
R)lj q

I
R,j (27)

⌘ qL,i m̃
q
ijqR,j (28)

qL,i ⌘ (U q
L)ij q

I
L,j (29)

qR,i ⌘ (U q
R)ij q

I
R,j (30)
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diagonal, real, positive

with “mass basis”:

Leads to

Ld
Yukawa

= y
d
ij

✓
uL,i

dL,i

◆ ✓
�
+

�
0

◆
dR,j ! (ydijv) dL,idR,j + y

d
ij h dL,i dR,j

y
u
ij

✓
uL,i

dL,i

◆ ✓
�
0

��
+

◆
dR,j ! y

u
ijuL,i(v + h)uR,j =

Note that diagonalizing mass matrix is same as diagonalizing Yukawa matrix: that’s
why Higgs does not introduce flavour changing couplings.

4.2 Mass matrix etc

m
u
ij ⌘ v y

u
ij m

d
ij ⌘ v y

d
ij m

`
ij ⌘ v y

`
ij m

⌫
ij ⌘ v y

⌫
ij

M = U
†
L D UR D = UL M U

†
R

m
q
ij =

⇣
U

q†
L

⌘

ik
m̃kl (U

q
R)lj

Lq
mass

= q
I
L,i m

q
ij q

I
R,j (26)

= q
I
L,i

⇣
U

q†
L

⌘

ik
m̃

q
kl (U

q
R)lj q

I
R,j (27)

⌘ qL,i m̃
q
ijqR,j (28)

qL,i ⌘ (U q
L)ij q

I
L,j (29)

qR,i ⌘ (U q
R)ij q

I
R,j (30)
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• mass term in Lagrangian:



How does this affect weak couplings?

• neutral weak current, and strong, and hypercharge: 
basis transformation has no effect!

• weak current: ‘u-d’ mix affected by basis transformation

charged current neutral current

q
I
L,i ⌘

⇣
U

q†
L

⌘

ij
qL,j (31)

q
I
R,i ⌘

⇣
U

q†
R

⌘

ij
qR,j (32)

Lweak = ig

X

i

Q
I
i �

µ(Wµ ·T)QI
i (33)

= . . . (34)

= ig

X

i


u
I
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The !" interaction term

• in last step defined ”CKM matrix”

insert mass basis

combine U_R and U_L

q
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⇣
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The !" interaction term
• playing the same game for W- vertex: 

• note Hermitian conjugate (important when we start to compute things)

V
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Other effects of basis transformation?
• strong interaction, hypercharges, neutral W?

• these are all of the form

• how about the !" matrices?
• do not appear in left-handed doublet interaction terms
• not visible in any of the singlet terms
• do not affect Lagrangian other than to diagonalize mass terms
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1
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I
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I
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• no mix of up-down fields à not affected



Summary of flavour in the SM
• start from Lagrangian with flavour universal and diagonal interactions

!" = $
% &′( )* +

* ,′(

!- = ./01 2&/3, 2,/3 (
5
6 ,073 + ./09 2&/3, 2,/3 (

6
5 &073

• add Higgs interaction that are  not flavour universal (because we can

• diagonalize the mass matrix (because we measure mass eigenstates)

&/ = :9 /0 &03 ,/ = :1 /0 ,0
3

• result: W interaction mixes families



Unitary?
• important assumption in this step:

q
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L,i ⌘

⇣
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q†
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ij
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
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+
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✓
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• flavour universality: all SU(2) quark multiplets must have same coupling g

• if not, then V is not a unitary matrix: gV
CKM ! (Uu

L)ik gk

⇣
U

d†
L

⌘

kj
(43)

LudW+ =
igp
2

X

i,j

uL,i �
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+

µ Vij dL,j (44)

LduW� =
igp
2

X

i,j

dL,i �
µ
W

�
µ V

†
ij uL,j (45)

11



”Down-quark rotation”
• it is customary to represent basis transformation as rotation of down 

quark states 

down quark mass 
eigenstates

down quark states 
interacting with up quark 
mass eigenstates

• contrary to what you find in some texts, states on left are NOT interaction 
eigenstates: they are states interacting with up-quark mass eigenstates





“Cabibbo-Kobayashi-Maskawa matrix”
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Glashow,  Illiapolous and Maiani
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73

1963



CP violation
• !" and !# terms represent CP-conjugate processes

• if $%& is not real, then corresponding amplitudes have different coupling
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• Kobayashi and Maskawa (1970) 
• need at least 3 generation to have non-trivial complex element in $ckm

• by adding 3rd generation, can explain CP-violation in Kaon decays!

CP
What about CP? Since both P and C transformations take left- and right-handed fields

into one another, � $  ̄, at first glance CP isn’t necessarily violated. This is indeed true at a
model-building level. Following our prescription for designing a model, we may specify the key
ingredients of a model—gauge group, representations, breaking pattern—and then write down
the most general renormalizable Lagrangian. This is a model, but it’s not actually a “predictive
description of nature” until its physical parameters are determined explicitly. A ‘standard model’
written with undetermined parameters may or may not violate CP . It is only once the parameters
of the Standard Model were measured8 that we found that indeed, the values of some of the
parameters violates CP .

How does a parameter violate CP? CP -violation reduces to the presence of a non-vanishing
physical phase: this is precisely what we called �KM above. You should read these as synonyms:

“physical non-zero phase” = “this theory is CP violating.”

We won’t go into details here, though we’ve already done most of the work in our parameter
counting. For details see [38, 39]. Instead, we provide a hand-wavy argument and focus on the
Yukawa terms. Let us consider the up-type Yukawa term and—for this one time only—explicitly
write out its Hermitian conjugate,

LYuk,u = yij�
i
Q
eH j

U + y⇤ij�̄
i
Q
eH† ̄i

U , (3.21)

where we’ve explicitly written out Weyl spinors,  Dirac = (�,  ̄)T to emphasize that our fields are
chiral9. What happens when we apply CP to this? The key point is that the fermion bilinear  ̄ 
in Dirac notation10 is invariant under CP . In terms of Weyl spinors,

�i
Q
eH j

U
CP
 ! �̄i

Q
eH† ̄j

U . (3.22)

The CP conjugated Yukawa terms thus look like

(CP )LYuk,u = yij�̄
i
Q
eH† ̄j

U + y⇤ij�
i
Q
eH j

U . (3.23)

Note that we did not act on the coe�cient, which is just a number and does not transform. We
conclude that the Lagrangian is CP -invaraint only when y = y⇤, i.e. when the Yukawa matrix is
real. We could have forced y to be real by re-phasing our fields. The complete argument requires
showing that one cannot make this phase rotation, and in fact reduces to the fact that we’ve
already shown from parameter counting that there is a physical phase left over. Experiments have
verified that in the Standard Model this phase is non-zero. The key statement is this:

A physical complex parameter that is measured to be non-trivial implies CP violation.

So far we haven’t mentioned flavor at all. Charge and parity are discrete symmetries of our
field theory that come from spacetime symmetry. In a standard model, however, CP violation

8This is an anachronistic statement since the Standard Model was developed theoretically hand-in-hand with
the experiments that probed its parameters.

9In our notation, the bar distinguishes the (1/2, 0) and (0, 1/2) spin representations. These carry di↵erent
indices, �↵ and  ̄↵̇. See [31] for an encyclopedic treatment of this formalism.

10It is arguable whether or not the discussion is simpler using Dirac spinors. On the one hand the transformation
properties are straightforward, but on the other hand one should technically also write out explicit chiral projection
operators which end up not mattering. The original lecture was given in Dirac spinors. The choice to use Weyl
spinors here was a source of heated debate between the authors.
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Flavour changing interactions
• charged weak interactions leads to flavour transition through CKM matrix 

7.8. QUARK MIXING 123

The charm quark adds another contribution to the amplitude of the neutral kaon decay
to muons:

s
K0

W�
c

d W+

⌫µ

µ�

µ+

Because of the minus sign in the mixing matrix, the up and charm quark amplitudes
have opposite sign. This leads to a nearly vanishing decay rate. This mechanism, which
is now known as the GIM mechanism, was the first well-motivated prediction for a fourth
quark. The charm quark was discovered 3 years later.

Of course, the story of quarks did not stop with the discovery of the charm quark. In
1964 Cronin and Fitch had shown in experiments that CP symmetry is violated in
neutral kaon decays. Kobayashi and Maskawa found a solution in 1973: They extended
Cabibbo’s picture of quark mixing with a third family of quarks,

0

@
d0

s0

b0

1

A =

0

@
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

1

A

| {z }
CKM matrix

0

@
d
s
b

1

A (7.46)

The three-generation mixing matrix is nowadays called the “Cabibbo-Kobayashi-Maskawa”
matrix, or simply the CKM matrix. The couplings in the Feynman diagram for charged
current interactions all get modified by elements of the mixing matrix:

W

d uVud

W

s uVus

W

b uVub

W

d cVcd

W

s cVcs

W

b cVcb

W

d tVtd

W

s tVts

W

b tVtb

The mixing matrix VCKM is a 3⇥ 3 unitary matrix. This matrix is not uniquely defined
since the phases of the quark field can be chosen arbitrarily. If the phases are ’‘absorbed’
in the quark fields, the matrix can be parametrized by four real parameters, which are
usually chosen to be three mixing angles between the quark generations ✓12, ✓13, ✓23,
and one complex phase �,

VCKM =

0

@
c12c13 s12s13 s13e�i�

�s12c23 � c12s23s13ei� c12c23 � s12s23s13ei� s23c13
s12s23 � c12c23s13ei� �c12s23 � s12c23s13ei� c23c13

1

A (7.47)

where sij = sin ✓ij and cij = cos ✓ij.

• we `measure’ CKM matrix by studying these interactions



Example: extracting Vus

• main difficulty: quarks only appear in bound states!

• à theoretical developments in quark flavour physics are mostly about 
dealing with ‘hadronic effects’ 

we assumed that f(q2) ⇡ f(0). We justified this because q2 ⌧ ⇤2

QCD
. In this case, however,

because the kaon and pion masses are appreciably di↵erent, the momentum transfer is not small.
It seems like this approximation should also be very poor.

Having aired our objections to SU(3) flavor due to the size of its breaking and the small q2/⇤2

QCD

limit, we proceed with the calculation guilt-free and see what happens. We are interested in the
two decays,

K0
! ⇡�e+⌫e K+

! ⇡0e+⌫e . (8.12)

Actually, we should be more honest: we don’t actually see K0s. The neutral kaon mass eigenstates
are denoted by KS,L (“K-short” and “K-long”) due to mixing. This is an entire rich and fascinating
story in itself, but we leave this for later. If you are very serious, then you should replace K0 with
KL, but for our current purposes we can be näıve.

What is the di↵erence between the two decays in (8.12)? They have di↵erent charges. This
comes from the fact that theK0 decay has a spectator d̄ quark while theK+ decay has a spectator ū.
This tells us that two decays are related by isospin. Thus to the extent that isospin is approximately
true, it is su�cient to determine the form factor for only one of these process since the other will
be related by symmetry.

We write out the matrix element:

h⇡(p⇡)|s̄�
µu|K(pK)i = f+(q

2)(p⇡ + pK)
µ + f�(q

2)qµ , (8.13)

where we haven’t yet specified K0 or K+ decay. Isospin tells us that we can relate the two form
factors. We know that K0 is an isospin |

1

2
,�1

2
i state. This is related to K+ by

J�|j,mi =
1
p
2

p
(j +m)(j �m+ 1)|j,m� 1i. (8.14)

Thus we see that

fK+

+
(0)

fK0

+ (0)
=

1
p
2
. (8.15)

What about the other form factor, f�(q2)? In (8.6) we invoked the isospin symmetry limit to
explain why this term should vanish in nuclear � decay. In the case of kaon decay, we replace
isospin with SU(3) flavor and this argument becomes rather fishy: after normalizing f+ to unity, we
would at best be able to say that f� is on the order of 20%. Fortunately, there’s another argument
available to allow us to neglect f�. The contributions of the f� form factor to semileptonic kaon
decays are proportional to the lepton mass. Thus for decays with electrons, these decays are
suppressed by factors of me/mK . This is essentially the same chiral suppression we encountered in
Problem 7.2, though here we have a three body decay. The amplitude associated with this term
goes like

M(f�) ⇠ f�(q
2) (pe + p⌫)µūe�

µu⌫ , (8.16)

where we’ve used p⇡ � pK = pe + p⌫ . Contracting the Lorentz indices gives

M(f�) ⇠ f�(q
2) ūe(/pe + /p⌫)u⌫ (8.17)

⇠ f�(q
2)me ūeu⌫ , (8.18)

where we’ve used the equations of motion for the leptons, /peu(pe) = meu(pe) and /p⌫u(p⌫) = 0.
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Feynman diagram
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2. compare to prediction to extract Vus



The ‘Flavour Puzzle’

• unexplained structure: CKM matrix is almost diagonal

The CKM matrix

quark sector: weak eigenstates != mass eigenstates

W+

qu ∈ {u, c, t}

q̄d ∈ {d̄, s̄, b̄}
Vqq̄

W−

q̄u ∈ {u, c, t}

qd ∈ {d, s, b}
V ∗

qq̄

V is unitary with 4 independent ’physical’ parameters
−→ one complex phase

V =




Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



 ∼









Wolfenstein parameterization, λ ≈ 0.2

V =




1 − λ2/2 λ Aλ3(ρ − iη)

−λ 1 − λ2/2 Aλ2

Aλ3(1 − ρ − iη) −Aλ2 1



 + O(λ4)

Wouter Hulsbergen (U. Maryland) — 2

• remember: quark order is choice à ordered quarks by mass

• are mass hierarchy and CKM hierarchy related?



CKM matrix parametrization
• CKM matrix is 3x3 unitary matrix

• Kobayashi-Maskawa phase δ is (the) source of CPV in quark sector of SM 
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2.1 Unitarity Triangle(s) 19

The remaining relations are known as the orthogonality conditions:

VudV
∗
cd + VusV

∗
cs + VubV

∗
cb = 0

VudV
∗
td + VusV

∗
ts + VubV

∗
tb = 0

VcdV
∗
ud + VcsV

∗
us + VcbV

∗
ub = 0

VcdV
∗
td + VcsV

∗
ts + VcbV

∗
tb = 0

VtdV
∗
ud + VtsV

∗
us + VtbV

∗
ub = 0

VtdV
∗
cd + VtsV

∗
cs + VtbV

∗
cb = 0 (2.3)

Three of the six equations are simply the complex conjugate version. An additional three
interesting equations arise from the unitarity relation V †V = :

V ∗
udVus + V ∗

cdVcs + V ∗
tdVts = 0

V ∗
udVub + V ∗

cdVcb + V ∗
tdVtb = 0

V ∗
usVud + V ∗

csVcd + V ∗
tsVtd = 0

V ∗
usVub + V ∗

csVcb + V ∗
tsVtb = 0

V ∗
ubVud + V ∗

cbVcd + V ∗
tbVtd = 0

V ∗
ubVus + V ∗

cbVcs + V ∗
tbVts = 0 (2.4)

Equations (2.3-2.4) give relations in which the complex phase is present. As these are
sums of three complex numbers that must yield zero they can be viewed as a triangle in
the complex plane.

In the literature there are many different parameterizations of the CKM matrix. A con-
venient representation uses the Euler angles θij with i, j denoting the family labels. With
the notation cij = cos θij and sij = sin θij the following parameterization was introduced
by Chau and Keung, and has been adopted by the Particle Data Group:

VCKM =





c12 s12 0
−s12 c12 0
0 0 1









c13 0 s13e−iδ13

0 1 0
−s13eiδ13 0 c13









1 0 0
0 c23 s23
0 −s23 c23



 =





c12c13 s12c13 s13e−iδ13

−s12c23 − c12s23s13eiδ13 c12c23 − s12s23s13eiδ13 s23c13
s12s23 − c12c23s13eiδ13 −c12s23 − s12c23s13eiδ13 c23c13



 (2.5)

The phase can be made to appear in many elements, and is chosen here to appear in the
matrix describing the relation between the 1st and 3rd family.

• how many physical parameters?
• generic unitary 3x3 matrix: 9 real parameters
• relative phase between quark fields unphysical: 4 parameters left
• usually parametrized with 3 angles and 1 complex phase



CKM matrix parameters

Problem 3.1. Simplest unitary parameterization of the CKM. Given that we know that
the physical content of the ckm matrix must boil down to three mixing angles and one phase, show
that the most general ckm matrix can be parameterized by at most 4 real parameters that cannot
all be in the same row. That is, that we must have a minimum of five complex elements.

In light of the above mathematical result, it is customary to choose Vud, Vus, Vcb, and Vtb to be
purely real. The remaining elements are complex. One standard parameterization of the mixing
angles is: ✓12, ✓13, ✓23. In the limit of two generations (e.g. d and s), ✓12 is the usual Cabbibo
angle. The two indices tell us which plane we’re rotating about. The phase �KM is typically
named after Kobayashi and Maskawa. In terms of these parameters, the ckm matrix takes the
form (writing c12 = cos ✓12, etc.)

VCKM =

0

@
c12c13 s12c13 s13e�i�

�s12c23 � c12s23s13ei� c12c23 � s12s23s13ei� s23c13
s12s23 � c12c23s13ei� �c12s23 � s12c23s13ei� c23c13

1

A . (3.11)

From the utfit website,7 we find that the data give

sin ✓12 = 0.22497± 0.00069 (3.12)

sin ✓23 = 0.04229± 0.00057 (3.13)

sin ✓13 = 0.00368± 0.00010 (3.14)

�[�] = 65.9± 2.0 . (3.15)

Notice that all mixing angles are small! This is an important case where the Standard Model is
not a generic standard model. Thus it would be nice to have an approximation that captures the
essential physics in a way that makes it more transparent. This is a bit of a shift in paradigm, so
let’s take a moment to discuss some philosophy. The reason why we use approximations in physics
is because we often can’t solve things exactly. However, here we have an exact parameterization of
the ckm matrix, but we want to move away from it to an approximation. This sounds extremely
stupid! It will seem even more stupid when you realize that the approximation that we make is
not even unitary—we lose one of the fundamental properties of the matrix! However, part of being
a physicist means knowing what you can neglect.

We tell the undergrads at Cornell that it is not by mistake that our department is
in the College of Arts and Sciences. Physics is about the art of making the right
approximation. Making the right approximation can teach you a lot.

The first person to make such an approximation was Wolfenstein—you might be familiar with him
from the msw e↵ect in neutrino physics. His key insight was that the orders of magnitude of the
ckm matrix seem to follow a particular pattern:

|V | ⇠

0

@
1 � �3

� 1 �2

�3 �2 1

1

A , (3.16)

where � ⇡ 0.2. Motivated by this, he defined four di↵erent parameters to describe the physical
content of the ckm matrix: �, A, ⇢, ⌘. One takes � to be a small parameter worthy of expanding

7
http://www.utfit.org/UTfit/
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• current values of parameters (actually 2015)

• note:
• mixing angles are small
• complex phase is large



Wolfenstein parametrization

The CKM matrix

quark sector: weak eigenstates != mass eigenstates

W+

qu ∈ {u, c, t}

q̄d ∈ {d̄, s̄, b̄}
Vqq̄

W−

q̄u ∈ {u, c, t}

qd ∈ {d, s, b}
V ∗

qq̄

V is unitary with 4 independent ’physical’ parameters
−→ one complex phase

V =




Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



 ∼









Wolfenstein parameterization, λ ≈ 0.2

V =




1 − λ2/2 λ Aλ3(ρ − iη)

−λ 1 − λ2/2 Aλ2

Aλ3(1 − ρ − iη) −Aλ2 1



 + O(λ4)

Wouter Hulsbergen (U. Maryland) — 2

H =
1p
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✓
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H̃ =
1p
2

✓
v + h

0

◆

U
j = u

j
R

LWqq =
gp
2
ūL i�µ

⇣
VuLV

†
dL

⌘
dL W

µ

Lmass,q = m̃
d
ij d̄

i
L d

j
R + m̃

u
ij ū

i
L u

j
R

VCKM ⌘ VuLV
†
dL

The ’generic’ basis transformations are

m̂
1
ij = (V q

L)ik m
q
kl

⇣
V

q
R
†
⌘

lj

For quarks we choose V
d
L , V

d
R , V

u
L and V

u
R such that the mass matrices m̂u,d

are diagonal. In that case in the Wqq Lagrangian we get the term
⇣
VuLV

†
dL

⌘
.

For leptons we choose m̂
d diagonal and also

⇣
VuLV

†
dL

⌘
. This implies that

choice for leptons: VuL = VdL

What I do not quite understand yet, is if this also implies

choice for leptons: VuR = VdR

If it does, then as a consequence, the mass matrix of the neutral leptons
becomes

m̂
u = V

d
LmuV

d
R

I guess that we get to understand this better once we get to the neutrinos.

0.1 Wolfenstein parametrization

s12 ⌘ �

s23 ⌘ A�
2

s13e
�i� ⌘ A�

3(⇢+ i⌘)

1

about and the others are formally O(1). These parameters are defined relative to the standard
parameterization by

s12 = � =
|Vus|p

|Vud|
2 + |Vus|

2
(3.17)

s13 = A�2 = �

����
Vcb

Vus

���� (3.18)

and finally

s13e
i� = A�3(⇢+ i⌘) = V ⇤

ub . (3.19)

One is free to plug in these relations into (3.11) to get a perfectly unitary and even uglier repre-
sentation of the ckm matrix. The beauty of the Wolfesntein parameterization, however, is
that we may use it to write the CKM matrix as a Taylor expansion in �, so that

V =

0

@
1� �2/2 � A�3(⇢� i⌘)

�� 1� �2/2 A�2

A�3(1� ⇢� i⌘) �A�2 1

1

A+O(�4). (3.20)

Looking at the factors of � we see that the diagonals are order one, and we get the structure in
(3.16) that Wolfenstein observed. Now look at the upper left 2⇥ 2. Do you recognize this? (If you
don’t see it, then there’s something wrong with your physics education! ) The elements are just the
expansion for sine and cosine. In fact, it is the 2⇥ 2 Cabbibo mixing matrix! To first order in �,
the first two generations don’t know about the third. There’s one more feature: complex numbers
only show up in the 1–3 and 3–1 mixing elements. Let us make a brief detour to highlight the
physical significance of this complex number.

3.3 CP violation

Let’s remind ourselves of some properties of discrete symmetries. We have the usual suspects: C,
P , CP , and CPT . Any local Lorentz-invariant field theory preserves CPT . So far everything we’ve
observed agrees with CPT , so we assume that this is respected by nature at a fundamental level—
though there are interesting cases where e↵ective CPT -violating theories are useful. What about
the other discrete symmetries? None of them needs to be conserved by a theory. Experimentally
we know that qcd and qed each conserve both C and P separately, and so also conserve CP .
The weak interaction is a di↵erent story.

Electroweak theory is, by construction, parity violating. This is because it is a chiral theory:
it treats left- and right-handed fields di↵erently. Clearly once you write down such a theory,
interchanging left and right brings you to a di↵erent theory. Any chiral theory tautologically
violates parity. What about charge conjugation? Applying C to a left-handed field transforms
it into a right-handed field, and so it is also violated in by the weak interaction. The particular
transformation isn’t important to us here, but is explained thoroughly in, e.g. [37, 38]. Thus a
chiral theory violates both P and C. To repeat things over again but with more refined language,
we may say

qed and qcd are vectorial and so preserve P and C separately, but electroweak theory
is chiral and so violates both P and C.
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• amplitudes usually involve several CKM elements:
expansion in powers of ! is useful to see which combinations are large

• observed structure exploited by “Wolfenstein parametrization”

Problem 3.1. Simplest unitary parameterization of the CKM. Given that we know that
the physical content of the ckm matrix must boil down to three mixing angles and one phase, show
that the most general ckm matrix can be parameterized by at most 4 real parameters that cannot
all be in the same row. That is, that we must have a minimum of five complex elements.

In light of the above mathematical result, it is customary to choose Vud, Vus, Vcb, and Vtb to be
purely real. The remaining elements are complex. One standard parameterization of the mixing
angles is: ✓12, ✓13, ✓23. In the limit of two generations (e.g. d and s), ✓12 is the usual Cabbibo
angle. The two indices tell us which plane we’re rotating about. The phase �KM is typically
named after Kobayashi and Maskawa. In terms of these parameters, the ckm matrix takes the
form (writing c12 = cos ✓12, etc.)
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1

A . (3.11)

From the utfit website,7 we find that the data give

sin ✓12 = 0.22497± 0.00069 (3.12)

sin ✓23 = 0.04229± 0.00057 (3.13)

sin ✓13 = 0.00368± 0.00010 (3.14)

�[�] = 65.9± 2.0 . (3.15)

Notice that all mixing angles are small! This is an important case where the Standard Model is
not a generic standard model. Thus it would be nice to have an approximation that captures the
essential physics in a way that makes it more transparent. This is a bit of a shift in paradigm, so
let’s take a moment to discuss some philosophy. The reason why we use approximations in physics
is because we often can’t solve things exactly. However, here we have an exact parameterization of
the ckm matrix, but we want to move away from it to an approximation. This sounds extremely
stupid! It will seem even more stupid when you realize that the approximation that we make is
not even unitary—we lose one of the fundamental properties of the matrix! However, part of being
a physicist means knowing what you can neglect.

We tell the undergrads at Cornell that it is not by mistake that our department is
in the College of Arts and Sciences. Physics is about the art of making the right
approximation. Making the right approximation can teach you a lot.

The first person to make such an approximation was Wolfenstein—you might be familiar with him
from the msw e↵ect in neutrino physics. His key insight was that the orders of magnitude of the
ckm matrix seem to follow a particular pattern:

|V | ⇠

0

@
1 � �3

� 1 �2

�3 �2 1

1

A , (3.16)

where � ⇡ 0.2. Motivated by this, he defined four di↵erent parameters to describe the physical
content of the ckm matrix: �, A, ⇢, ⌘. One takes � to be a small parameter worthy of expanding

7
http://www.utfit.org/UTfit/
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Unitary triangles
• CKM matrix is unitary: leads to 6 ‘orthogonality relations’, e.g.

always comes with flavor violation. We could see this in our parameter counting by noting that
we really needed to have N � 3 flavors (i.e. N ⇥N Yukawa matrices) in order to have a physical
phase.

Let’s go back to the Wolfenstein parameterization (3.20). The interesting feature we noted
at the end of the last subsection was that to leading order the only complex parameters show
up in the 1–3 and 3–1 elements. In other words, to very good approximation, CP violation only
occurs in interactions between the first and third generations. One can go to higher order in the
expansion in � to get CP violation in other elements, but clearly these e↵ects will be suppressed
by additional powers of �.

3.4 The Jarlskog Invariant

Now that we’re familiar with the existence of the CP -violating phase, we would like to be able
to quantify it in a meaningful way that is manifestly basis-independent. What we need is some
kind of invariant that identifies CP violation. Such an object exists and it is called the Jarlskog
invariant, J [40]. It is defined by

Im
⇥
VijVklV

⇤

i`V
⇤

kj

⇤
= J

X

mn

✏ikm✏j`n , (3.24)

where there is no sum on the left-hand side. In terms of our ckm parameterizations, this corre-
sponds to

J = c12c23c
2

13
s12s23s13 sin �KM ⇡ �6A2⌘ . (3.25)

This parameterization-independent quantity that measures the amount of CP violation in our
model. The most remarkable observation is that it depends on every physical mixing angle! Thus
if any of the mixing angles are zero, there would be no CP violation. This is another manifestation
that one needs N � 3 flavors to have CP violation and underlines the connection between flavor
and CP . In fact, we can see that the amount of CP violation in the Standard Model is small, but
it is not small because the CP phase �KM is small. Quite on the contrary, it is small because of the
mixing angles. We can see this in the Wolfenstein parameterization where the Jarlskog invariant
comes along with six powers of �.

3.5 Unitarity triangles and the unitarity triangle

Using the unitarity of the ckm matrix, we can write down equations for the o↵-diagonal elements
of V V †. For example,

3X

i=1

VidV
⇤

is = 0 . (3.26)

We have 6 such relations (three for the rows, three for the columns) and can plot each relation as
a triangle in the complex plane. Each leg of the triangle is one term in the sum. These are called
unitarity triangles.

Some of these triangles are so flat that they are almost linear. Consider the example above:

VudV
⇤

us + VcdV
⇤

cs + VtdV
⇤

ts = 0. (3.27)

17

• zero sum of three numbers represented by triangle in complex plane:

Vud Vus*

Vcd Vcs*
Vtd Vts*

homework exercise: surface
of all 6 unitary triangles is equal to 
Jarlskog invariant!



The unitary triangle
• only one of the 6 triangles has all sides of about equal sides:

The Unitary Triangle

unitarity relations, e.g. V ∗
ubVud + V ∗

cbVcd + V ∗
tbVtd = 0

γ β

α

VudV ∗
ub VtdV ∗

tb

VcdV ∗
cb

α = arg
[
−

VtdV ∗
tb

VudV ∗
ub

]
β = arg

[
−

VcdV ∗
cb

VtdV ∗
tb

]
γ = arg

[
−

VudV ∗
ub

VcdV ∗
cb

]

Wouter Hulsbergen (U. Maryland) — 3

The Unitary Triangle
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The Unitary Triangle
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tbVtd = 0

γ β

α

VudV ∗
ub VtdV ∗

tb

VcdV ∗
cb

α = arg
[
−

VtdV ∗
tb

VudV ∗
ub

]
β = arg

[
−

VcdV ∗
cb

VtdV ∗
tb

]
γ = arg

[
−

VudV ∗
ub

VcdV ∗
cb

]

Wouter Hulsbergen (U. Maryland) — 3



The unitary triangle
• it is customary to divide all sides by (-Vcd Vcb*):
The Unitary Triangle

unitarity relations, e.g. V ∗
ubVud + V ∗

cbVcd + V ∗
tbVtd = 0

γ β

α

−VudV ∗
ub

VcdV ∗
cb

−VtdV ∗
tb

VcdV ∗
cb

(ρ̄, η̄)

(0, 0) (1, 0)

α = arg
[
−

VtdV ∗
tb

VudV ∗
ub

]
β = arg

[
−

VcdV ∗
cb

VtdV ∗
tb

]
γ = arg

[
−

VudV ∗
ub

VcdV ∗
cb

]

Wouter Hulsbergen (U. Maryland) — 4

apex of triangle corresponds
(almost) to Wolfenstein parameters
eta and rho



Testing the Standard Model

• unitary triangle: visualize 
consistency of SM



(from J. Zupan, 2019)



Summary of quark flavour in the SM

• long-lived particles
• mixing
• CP violation
• …

(J. Zupan, 2019)



How about leptons?
• Yukawa term for leptons looks the same as for quarks:

5 Unitary triangle angles

� = arg

✓
�VcdV

⇤
cb

VtdV
⇤
tb

◆
(48)

↵ = arg

✓
� VtdV

⇤
tb

VudV
⇤
ub

◆
(49)

� = arg

✓
�VudV

⇤
ub

VcdV
⇤
cb

◆
(50)

(51)

6 How about leptons?

LYukawa, leptons = y
`
ij L

I
i � `

I
R,j + y

⌫
ij L

I
i �̃

c
⌫
I
R,j + h.c. (52)
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• after symmetry breaking, perform similar basis transformation, but …

• customary: make different choice than for quarks
• (most) scattering experiments do not measure neutrino type
• choose charged-lepton mass matrix diagonal
• choose charged weak interaction diagonal
• à neutrino-mass matrix not diagonal



quark basis choice
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not diagonal

Choice of basis for lepton fields

diagonal diagonal

lepton basis choice
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• note: there is no physics in the choice of basis



The PNMS matrix
• Pontecorvo-Maki-Nakagawa-Sakata matrix

• completely different hierarchy from quark mixing matrix

5 Unitary triangle angles
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mass eigenstatesstates interacting
with charged lepton 
mass eigenstates
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Sakharov conditions (1967)
• to create “net matter excess” need

1. baryon number violating processes
such that n(baryon) – n(anti-baryon) not constant

2. C and CP violating processes
because of CP is conserved then for the process in 1 the CP-
conjugated process has the same rate

3. non-thermal equilibrium
because otherwise the reaction in 1 will be balanced by inverse 
reaction
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Summer 18

CKM
f i t t e r

How large is CP violation?
• Large CP violation requires large mixing 

and large phases in the CKM matrix.
• Surface of unitarity triangle
• Jarlskog invariant:   ! = 3 ×10'(

• CP violation also requires three generations 
with non-zero quark masses
- In fact, different masses are required:

§ )* ≠ ), ; ), ≠ ). ; ). ≠ )*
§ )/ ≠ )0 ; )0 ≠ )1 ; )1 ≠ )/

• Jarlskog criterion (1987) for amount of CP violation:
-det 2*2*

3 ,2/2/
3 = 2 6 ! ).7 −),7 ),7 −)*7 )*7 −).7

× )1
7 −)07 )07 −)/

7 )/
7 −)1

7
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Jarlskog invariant
• amount of CP violation can be represented by “Jarlskog Invariant”

always comes with flavor violation. We could see this in our parameter counting by noting that
we really needed to have N � 3 flavors (i.e. N ⇥N Yukawa matrices) in order to have a physical
phase.

Let’s go back to the Wolfenstein parameterization (3.20). The interesting feature we noted
at the end of the last subsection was that to leading order the only complex parameters show
up in the 1–3 and 3–1 elements. In other words, to very good approximation, CP violation only
occurs in interactions between the first and third generations. One can go to higher order in the
expansion in � to get CP violation in other elements, but clearly these e↵ects will be suppressed
by additional powers of �.

3.4 The Jarlskog Invariant

Now that we’re familiar with the existence of the CP -violating phase, we would like to be able
to quantify it in a meaningful way that is manifestly basis-independent. What we need is some
kind of invariant that identifies CP violation. Such an object exists and it is called the Jarlskog
invariant, J [40]. It is defined by

Im
⇥
VijVklV

⇤

i`V
⇤

kj

⇤
= J

X

mn

✏ikm✏j`n , (3.24)

where there is no sum on the left-hand side. In terms of our ckm parameterizations, this corre-
sponds to

J = c12c23c
2

13
s12s23s13 sin �KM ⇡ �6A2⌘ . (3.25)

This parameterization-independent quantity that measures the amount of CP violation in our
model. The most remarkable observation is that it depends on every physical mixing angle! Thus
if any of the mixing angles are zero, there would be no CP violation. This is another manifestation
that one needs N � 3 flavors to have CP violation and underlines the connection between flavor
and CP . In fact, we can see that the amount of CP violation in the Standard Model is small, but
it is not small because the CP phase �KM is small. Quite on the contrary, it is small because of the
mixing angles. We can see this in the Wolfenstein parameterization where the Jarlskog invariant
comes along with six powers of �.

3.5 Unitarity triangles and the unitarity triangle

Using the unitarity of the ckm matrix, we can write down equations for the o↵-diagonal elements
of V V †. For example,

3X

i=1

VidV
⇤

is = 0 . (3.26)

We have 6 such relations (three for the rows, three for the columns) and can plot each relation as
a triangle in the complex plane. Each leg of the triangle is one term in the sum. These are called
unitarity triangles.

Some of these triangles are so flat that they are almost linear. Consider the example above:

VudV
⇤

us + VcdV
⇤

cs + VtdV
⇤

ts = 0. (3.27)
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• in standard parametrization:
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Baryogenesis Puzzle – Electroweak Baryogenesis?
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C and CP Violation

Weak Interaction

@µ jµ5 6= 0

Axial Anomaly:

‘t Hooft, PRL 
37 (1976) 8

Baryon Number Violation

Quantum anomaly

f

f

f

Adler-Bell-
Jackiw

• Sacharov
Conditions
ü All present 

in S.M.
Not 
Enough?

− BAU: 
!"#
"$

≈ 10()*
− +,- = /0"1 × 345 −375 375 −385 385 −345

× 39
5 −3:5 3:5 −3;

5 3;
5 −39

5

• From CKM: ⁄+,- =7)5 ≈ 10(5* à Too small
• Used =7 ∼ 100 GeV  

� SM: MH <  ~70 GeV
� THDM: MH ~ 125 OK

Sphalerons

Higgs Phase Transition

tunnel

V
1st order

Thermal non-equilibrium

f

2nd order
SMV

CPV from CKM

1st

order?
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Exercises
• see README.md file at

• now: exercises 1-4

• this is probably too much for 30 minutes. proposal:
• make your pick
• at least try this simple workbook exercise: particledatatable.ipynb
• then I know if ‘technically’, we can run the more complicated 

workbooks as well

https://github.com/wouterhuls/FlavourPhysicsBND2023/

https://colab.research.google.com/github/wouterhuls/FlavourPhysicsBND2023/blob/main/particledatatable.ipynb
https://github.com/wouterhuls/FlavourPhysicsBND2023/blob/main/README.md

