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Introduction to running analysis on the GRID
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What is the GRID?

Storing and processing the data produced by the LHC experiments can not be done 
at a single computing centre 

Raw data: storage, reconstruction, analysis 

Monte Carlo: production, storage, analysis 

These resources (CPU, disk, tape) are distributed at the HEP computing facilities of 
the institutes and universities participating in the experiments 

The GRID is an assembly of distributed, non-uniform computing resources with a 
given hierarchy, connected together via a common framework  

hierarchy of centres (Tiers): Tier-0 → CERN, Tier-1s → major computing centres which 
provide safe mass storage systems (MSS), Tier 2s → smaller regional computing centres
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Why distributed computing resources?

A typical data rate from the detectors to the 
LDCs can go above 13 GB/s. 

A DVD is about 4.7 GB → 2.5 DVD/second
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Why distributed computing resources?

Fun fact: 

13 GB/s → 124 Gb/s  

Ziggo max abonnement: 400 Mb/s 
down + 40 Mb/s upload 

Alice  have the summed bandwidth of 
~282 homes 

I can watch HD movies with my 100 
Mb/s download option at home…
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Why do I need the GRID as an ALICE member?

Data samples can be copied locally (e.g. what we do with dcache) but… 

Every sample has many AOD productions 

Many samples have been recorded 

And then…there is also MC 

As an example: the LHC10h sample copied on dcache holds 7.5TB 

90% of the production was copied 

Not the latest AOD production 

The only way to systematically analyse entire data samples (e.g. AOD LHC15o) and 
produce papers 

Publicly available productions for all ALICE members important for the 
reproducibility of published results and analyses
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Getting a GRID certificate

Visit this link and follow carefully the instructions 

Registering with the ALICE virtual organisation  

Obtain a valid personal certificate by visiting this link 

In all steps use your NICE (CERN) account 

Install your certificate to the browser (preferably use Mozilla/Firefox) 

Export the certificate from your browser and store it at $HOME/.globus 

Use myCert.p12 as a name (or whichever name you like) 

If the directory does not exist, you have to create it yourselves  

Convert the p12 certificate into a .pem key pair: 

openssl pkcs12 -clcerts -nokeys -in myCert.p12 -out usercert.pem 

openssl pkcs12 -nocerts -in myCert.p12 -out userkey.pem 

chmod 400 userkey.pem 

Register your certificate with the ALICE-VO admin (always use the same browser!!!)
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The lines assume that you have already registered at CERN

The whole procedure might last a day

https://alien.web.cern.ch/content/vo/alice/getcertificate/cern
https://ca.cern.ch/ca/
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Using AliEn

7



Panos.Christakoglou@nikhef.nl

Getting a token 
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Accessing the alien shell + basic actions
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Do not be afraid! It’s just a type of bash shell…
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Copying files from/to the file catalogue 
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Running user analysis on the GRID: requirements

A task (header and source files) 

Use the one from the previous exercise 

An AddTask macro to setup your task 

Use the one from the previous exercise 

A run macro 

Use the one from the previous exercise but you need to modify it a bit (see next slides) 

A piece of code to enable and setup the AliEn plugin  

A CreateAlienHandler.C macro (see next slides) 

A data sample to analyse 

Use MonaLisa to figure this out (see next slides)
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MonALISA
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MonALISA
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MonALISA
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MonALISA
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MonALISA
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The AliEn plugin
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The AliEn plugin (cont.)
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Modifications to the run macro

You need to add an identifier, passed as an argument to the run macro (one of the 
options), to distinguish between the different analysis modes: 

Local (interactive, batch on stoomboot) and GRID 

You then need to call the CreateAlienHandler.C macro 

This macro can take as an argument the text file containing the list of runs
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Modifications to the run macro (cont.)
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In practice

You first test your analysis locally 

Use the interactive nodes of stoomboot for this 

You need this step to validate that your code works and produces what you expect 

Submit your job on the grid first in a “test” mode over 2-3 files 

Inspect the produced root file and make sure that everything looks ok 

If there are no problems in the step before, submit the same code in “full” mode 

Babysit your job 

Look at MonALISA under “My jobs”
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Job status
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User quota
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In practice (part 2)

Once you are satisfied with the number of jobs reaching the DONE state, start 
merging 

Submit the same job with the option “terminate” 

This you need to do as many times as needed to get the final merged root file for 
each run 

The amount of submissions needed to produce the final merged file depends on the split 
options selected initially 

In the example that we provide, you are supposed to have one merged root file per 
run 

Copy these root files from the file catalogue to the local system 

Create a suitable directory structure to store the root file of each run 

Then merge the locally stored root files (e.g. using the hadd command) on your own 

The final root file will contain the statistics of all the runs you analysed on the GRID
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Submitting the job (“full” mode)

29



Panos.Christakoglou@nikhef.nl

Babysitting…
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Merging via jdl
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Copying the files locally and merging
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Final result
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Good luck…
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