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Destination Earth (DestinE) - ECMWF's role
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Infrastructure

User 

Core 
service platform

• User portal
• ML interface
• MyDestinE: cloud 

storage & compute

Data lake
• E2E data handling
• Data bridges
• User & external sources

Digital Twins
• Extremes & 

Climate change
• Extreme-scale software 

& ML
• HPC workflows

The DestinE Digital Twin Engine (DTE): 
• common system approach to a unified orchestration of 

Earth-system simulations requiring large-scale HPC 
resources and the fusion of observations with models

Weather-induced and Geophysical Extremes Digital Twin:
• capabilities and services for the assessment and 

prediction of environmental extremes

Climate Change Adaptation Digital Twin: 
• capabilities and services in support of climate change 

adaptation policies and mitigation scenario testing
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2021-2023
• Operational cloud-based 

platform 
• First two digital twins

2023-2025
Platform integrates the next 
operational digital twins and 
offers services to public sector 
users

2025-2027+
Towards a full “digital twin of the 
Earth” through a convergence of 
multiple digital twins on the 
platform

• Lead and business owner: European Commission (DG CONNECT)
• Strategic partnership with ESA-ECMWF-EUMETSAT
• Responsibilities:

• ESA : key role of system integrator and implementer of the core platform
• ECMWF: Digital Twin implementer
• EUMETSAT: responsible for the big data lakes and data integration

• Formal organization: “contribution agreements” by summer 2021
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What’s a Digital Twin?
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Ø continuous simulation & observation
Ø technical user interaction
Ø scientific theory and adaptation scenario testing
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The Digital Twin Engine
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Gaming Engine type framework
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The Digital Twin Engine

High
Performance
Computing

Data Handling

Simulation
Observation

Fusion

Complex 
Process

Optimisation

Machine
Learning

Standardized
Digital Twin
Interfaces
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1. Better simulations based on more realistic models

2. Better ways of combining all observed and simulated information from entire 
Earth system = physical + food/water/energy/health supporting action scenarios

3. Interactive and configurable access to all data, models and workflows

Trial different 
adaptation
and mitigation 
scenarios

More realistic at 
global scale

More realistic at 
local scale Include impacts 

where they matter

c. N Koldunov

c. T. Rackow

c. G. Balsamo

DestinE’s Digital Twins: Quality + Impacts + Interaction
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IFS 48r1 9 km IFS 48r1 4.5 km

Observations

IFS 48r1 29 km

24h accumulated precipitation (T+54h - T+78h)

E. Gascon

Continuous Extremes DT simulations : storm Adrian (ct 2018)
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Climate DT 

Today’s global 
climate models

multi-decadal, global, storm/eddy-resolving numerical 
Earth-system simulation capability with the timely delivery 
of climate information for policy adaptation; observation 
based assessment framework; use cases for impact-
sectors such as water, energy, food or health

Storm & eddy resolving simulations 

IPCC AR6 (2021)

c. N Koldunov

c. N Koldunov

c. N Koldunov

Collocated weather, 
climate and impact-
sector information on 
scales where 
impacts of climate 
change and extreme 
events are felt
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High resolution simulation is essential but why?
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Courtesy Bjorn Stevens

resolved

parameterised
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High Performance computing for DestinE, link to RIs
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Systems are 
becoming more 

modular and more 
cloud like



SCIENCE & TECHNOLOGY

port your models: an example (The ECMWF way)
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A portable approach
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ECMWF approach to porting



SCIENCE & TECHNOLOGY

Separation of concerns: Gridtools example

Algorithm
developmentPhysics

Mathematical
description

on_edges( sum_reduction, v() * l() ) / A()

Domain specific language 

Do
m

ai
n

sc
ie

nc
e

Ab
st

ra
ct

io
ns

memory layout,
parallelisation,

& data structures
Hardware specific

instructions
Programming

models & libraries

MPI

M
ul

tid
is

ci
pl

in
ar

y

Domain scientist:

- Controls grid, resolution, …
- Maintains single source code!
- No hardware specifics!
- No parallelisation specifics!
- No memory layout concerns

DSL Toolchain

- Provides performance 
portability across a variety of 
hardware

- Provides parallelisation
- Memory layout
- Introspection

https://github.com/GridTools/gridtools



SCIENCE & TECHNOLOGY

Apply recipes to lots of physics

Application (Fortran)

Physics
DSL kernel

Spectral Element 
DSL kernel

Finite Difference 
DSL kernel

Atlas

Driver (Fortran) Driver (Fortran) Driver (Fortran)

https://github.com/ecmwf/atlas
https://github.com/ecmwf/loki (soon)

https://github.com/ecmwf/atlas
https://github.com/ecmwf/loki
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Deploying your ML models
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Data
streams

Oceans, biodiversity DTs

Data selection
& pre-processing

Data
streams

Earth-system 
observations

Novel
observations

Product generation
Impact modellingEnvironmental extremes DT 

Climate change DT

observation operators
uncertainty quantification

model emulation/acceleration
data fusion

user application models
uncertainty quantification

offline training
user application models

data compression

machine learning models are 
applied on the fly 

Infero
Interface
• C/C++
• Fortran
• Python

Input Tensor Output Tensor

Trained model

https://github.com/ecmwf-projects/infero

https://github.com/ecmwf-projects/plume ( generic plugin system, SOON)
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Data handling pipelines for the twins

Edge computing: “a part of a distributed 
computing topology where information 
processing is located close to the edge, 
where things and people produce or 
consume that information” Streaming 1PiB/day

100s TiB/day
10s GiB/day

Streaming data
On the fly consumption (AI/ML)
Store model state not full 4D-resolution

Storage volume is capped!
Data reconstructed NOT stored
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The datalake: harmonized data access 

A data space is considered 
an open ecosystem of

distributed, federated actors 
that share data, applications, 
and infrastructure amongst 
each other.
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Interfaces for the Digital twin Engine

A data space is considered 
an open ecosystem of

distributed, federated actors 
that share data, applications, 
and infrastructure amongst 
each other.

https://digital-twin-engine.readthedocs.io
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Connecting digital twins

Infrastructure

User 

Core 
service platform

• User portal
• ML interface
• MyDestinE: cloud 

storage & compute

Data lake
• E2E data handling
• Data bridges
• User & external sources

Digital Twins
• Extremes & 

Climate change
• Extreme-scale software 

& ML
• HPC workflows

HORIZON-INFRA-2021-TECH-01-01 
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Connecting digital twins

Infrastructure

User 

Core 
service platform

• User portal
• ML interface
• MyDestinE: cloud 

storage & compute

Data lake
• E2E data handling
• Data bridges
• User & external sources

Digital Twins
• Extremes & 

Climate change
• Extreme-scale software 

& ML
• HPC workflows

HORIZON-INFRA-2021-TECH-01-01 
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Process optimization leveraging digital technology
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Sectors of socio-economic impacts

Health

Water 
resources

Food &
agriculture

Transport 
& tourism

Energy

Biodiversity

Economics 
& insuranceDigital  Twin

Earth 
observation

Earth-system
models

Impact 
models

Quality and 
uncertainty 

tracing
Interactive
workflows

Data 
assimilation

& fusion

Internet 
of things

Physical
systems

Smart 
sensors

Big data

Data 
analytics & 
cognitive 

computing

HPC
& Cloud

Digital 
continuum

Extreme-scale 
capabilities

Artificial 
Intelligence 
Methods

Capabilities

Digital 
Continuum

Impact 
sectors

continuous simulation & observation
technical user interaction
scientific theory and adaptation scenario testing
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Community engagement

https://nikal.eventsair.com/1st-destination-earth-23
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1. Better simulations based on more realistic models

2. Better ways of combining all observed and simulated information from entire 
Earth system = physical + food/water/energy/health supporting action scenarios

3. Interactive and configurable access to all data, models and workflows

Trial different 
adaptation
and mitigation 
scenarios

More realistic at 
global scale

More realistic at 
local scale Include impacts 

where they matter

c. N Koldunov

c. T. Rackow

c. G. Balsamo

DestinE’s Digital Twins: Quality + Impacts + Interaction



Thank you

thomas.geenen@ecmwf.int


