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Abstract. In this paper we shed light on the trustworthiness assessment in human-
AI teams by introducing the Trustworthiness Assessment Model which explicates 
the transition from a system and its characteristics to the human’s perception of this 
system at a micro and at a macro level. 
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1. Introduction and Related Work 

For a successful interaction between human AI teams (HATs), the right amount of trust 
in AI is important [17]. Trust is based on the human trustor’s assessment of an AI’s 
trustworthiness for a particular task and context. This trustworthiness assessment forms 
the basis for subsequent trust and trusting behavior in an AI system. Especially in larger 
HAT’s this trustworthiness assessment may differ between team members [15] and affect 
the team’s collective performance. The trustworthiness assessment is an important 
starting point to better understand where differences may arise.  

The concept of trustworthiness has been used to refer to two sides of the same coin 
[14,17–19,29,33,34]. First, trustworthiness has been referred to as an „objective attribute 
of the trustee“ [35]; see also [9,12,20]. Second, trustworthiness has been referred to as a 
subjective perception of a trustee’s attributes [19]. Research has shown that the latter, 
the trustor’s perceived trustworthiness (PT), does not necessarily accurately reflect the 
former, the system’s actual trustworthiness (AT) [3,23]. Frequently cited trust models 
often start at the point where humans have already built up their PT [17,19]. With the 
Trustworthiness Assessment Model (TrAM), we add the system to these models. By 
explicating the transition from AT to PT, we aim to understand which factors influence 
the accuracy of the trustworthiness assessment at the micro level (Fig. 1, see also [30] 
for more details) and at the macro level (see Fig. 2).  

2. Micro Level of the Trustworthiness Assessment Model (TrAM) 

The TrAM consists of the AT of a system, system characteristics, trustor’s individual 
standards, PT of a system, and cues, which are specified in the following. 
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2.1.  Actual Trustworthiness 

We define a system’s AT as a latent construct indicating the true value of a system’s 
trustworthiness for a specific trustor [8]. AT is user- and context-specific and depends 
on the system characteristics and on the individual standards of trustworthiness. In our 
model system characteristics are (only theoretically available) context-free facts that 
subsume everything that could theoretically be ascertained about a system and which 
answer the question: “What are the characteristics of this system?” Individual standards 
answer the question: “What makes a system trustworthy for me?” We can think of 
individual standards as a requirement list that contains all factors constituting a perfectly 
trustworthy system for the trustor (Fig. 1). Individual standards are influenced by 
trustors’ goals and interests, their cultural background , ethical values [31], as well as the 
normative and regulatory frame in which trustors operate. To conclude, AT reflects the 
degree to which the system characteristics match a trustor’s individual standards for 
trustworthiness with respect to a specific task and point in time. AT answers the question: 
“How trustworthy is the system actually with respect to my individual standards?” In the 
requirement list metaphor, AT reflects how many checkboxes are marked on the 
“individual standards requirement list” if perfect assessment was possible - which never 
is and which highlights the importance of PT (Fig. 1). 

 
Fig. 1. The micro level of the TrAM showing the relation between AT and PT. The lines between cues and AT, 
and between cues and PT represent correlations. Cues are everything a trustor uses to infer the system’s AT; 
they are thus not necessarily (positively) correlated with the AT. The list icons reflect the relation between 
individual standards (bottom left, yellow), AT (top right, blue), and PT (center right, purple). Grey boxes 
(bottom) show how TrAM integrates into the existing trust by Mayer et al. [19]. 
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2.2. Perceived Trustworthiness 

PT is the result of a trustor’s assessment of actual system trustworthiness. Consequently, 
PT is fundamental for answering the question “How trustworthy do I think the system is 
with respect to my individual standards?”. PT corresponds to another latent construct 
that is not directly observable, but that can be measured indirectly (e.g. by asking people 
to report on their PT of a system, [1,25] or by observing human-system interactions 
[28,36]).  

2.3. Cues 

Cues are pieces of information that presumably provide insights regarding the AT of a 
system [4,18,33]. Single cues only provide narrow or even misleading insights regarding 
a system’s AT, and each cue relates to a certain degree to the system’s AT. Thus, trustors 
are constantly (consciously or unconsciously) searching for, confronted with, using, and 
interpreting cues to assess systems’ AT. Cues can e.g. be the aesthetics of a user interface, 
indicated predictive power of a classifier, a “Trustworthy AI” seal, or a company’s logo. 
Cues can also stem from other people (e.g. testimonies of co-workers, see Fig. 2).  

2.4. Relations Between the Model Components and Influencing Factors 

The trustworthiness assessment is accurate when the trustor’s PT matches the system’s 
AT. Building on Funder’s [8] model explaining how humans assess the characteristics 
of other humans, this accuracy depends on relevance and availability of cues on the 
system’s side, and on detection and utilization of cues on the trustor’s side. On the 
system’s side, cue relevance defines how indicative a cue is for the AT of a system. 
Relevant cues (e.g. a system’s performance in a task) correlate strongly with the AT of 
a system. Less relevant cues (e.g. popularity of a brand) correlate low with the AT [12,27]. 
Cue availability refers to the fact that cues can only be detected when they are accessible 
to the trustor. For example, the training data quality might be strongly related to the AT 
of a system. However, users might not have access to such information without digging 
deep into the system’s technical documentation. On the trustor’s side, cue detection 
means that relevant and available cues must be detected. Potential influencing factors of 
cue detection are interface properties such as low contrast or brightness, but also trustor’s 
mood [2,7,21], attention capacities [11], situation awareness [6], time pressure [24], or 
experience with a system [32]. Cue utilization means that trustors need to correctly 
interpret a relevant, available, and detected cue. So, trustors need to weigh the detected 
information appropriately. Accuracy of trustworthiness assessment should be high when 
relevant cues are available, detected and utilized adequately. 

3. Macro Level of the Trustworthiness Assessment Model 

The micro level of TrAM explicates the process through which humans arrive from a 
system’s AT at their PT. However, especially in larger HATs the trustworthiness 
assessment does not happen in isolation, but is embedded in a societal and social context 
[5,16,18,22]. Thus, we propose a) that there exists a chain of stakeholders who form their 
own PT of the system through micro-level trustworthiness assessment processes, and b) 
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that those stakeholders produce, what we call, secondary cues which can be used by other 
stakeholders to form their PT of the system. Secondary cues result from a stakeholder's 
trustworthiness assessment; they provide information about the system, but they do not 
stem from the system, e.g. testimonies of colleagues or a seal indicating “Trustworthy 
AI”. Primary cues, on the other hand, stem directly from the system, e.g. performance 
indicators of the AI or training and test data.  

 
Fig. 2. The macro level of TrAM showing a sample trustworthiness propagation process that reflects a chain 
of micro-level trustworthiness assessments. Different trustors assess a system’s AT to arrive at their PT and 
produce secondary cues that can be used by other trustors. The dashed lines in the AT-box indicate that there 
are as many actual trustworthinesses as there are trustors along the trustworthiness propagation process.  

 
In this trustworthiness propagation process, different stakeholders (e.g. system 

designers, certification institutions, auditors, team members, users) assess their PT of the 
system with regard to their individual standards based on cues available to them. This 
may produce new secondary cues (e.g. labels, system handbooks, testimonials) for other 
stakeholders assessing system trustworthiness (Fig. 2). The trustworthiness propagation 
process is thus a sequence of different trustors assessing system trustworthiness. It is 
neither a pipeline nor does it involve a strict hierarchy; rather it forms a complex social 
network of stakeholders. The provision of secondary cues may neither be a completely 
intentional nor planned process nor an always accurate process. A prototypical example 
for an intentional secondary cue is the provision of (trustworthiness) labels. Less 
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intentional secondary cues might emerge in social interactions (e.g. a colleague reporting 
about system use). Such cues may suffer from pitfalls of (mis)communication between 
stakeholders [10,26]. Secondary cues can also be intentionally incomplete (e.g. due to 
adhering to data protection regulations), unintentionally wrong due to an inaccurate 
assessment of system trustworthiness, or intentionally wrong in terms of deception and 
fraud, such as faked data in the Volkswagen emission scandal [13]. Stakeholders’ 
individual standards shape their assessment of system trustworthiness and their provision 
of secondary cues. Consequently, for each stakeholder involved, it is important to 
understand their individual standards and the secondary cues they may produce, since 
they might influence other stakeholders’ trustworthiness assessments. 

4. Implications and Future Research 

At the micro level, TrAM explicates factors that are important for an accurate 
trustworthiness assessment. Especially, in HATs it is crucial to analyze whether there are 
enough relevant cues available that allow an accurate assessment in light of different 
individual standards, tasks, and application contexts. User research might help to map 
different stakeholders as well as their individual standards. Detection might be enhanced 
through human-centered system design. Furthermore, TrAM helps to investigate whether 
the members of HATs are sufficiently trained to detect and utilize the cues appropriately.  

At the macro level TrAM can help to systematically analyze the trustworthiness 
propagation process and the primary and secondary cues that might occur in the system 
life cycle. Those cues might be analyzed in terms of their relevance in light of different 
individual standards and how heavily they influence the accuracy of the trustworthiness 
assessment of other stakeholders. It might enable to analyze whether and where the 
individual standards and goals of different involved stakeholders may (mis)align.  

In HATs the TrAM might help to identify different individual standards of human 
and artificial team members. Furthermore, TrAM might help to investigate, which cues, 
primary and secondary, are detected and utilized to what extend to assess the AT of an 
artificial team member in larger HATs. The comparison between trustworthiness 
assessments in larger HATs and dyads might provide insights on how a joint team 
assessment influences the accuracy of the trustworthiness assessment. 

5. Conclusion 

In this paper, we introduced the TrAM, described its micro-level trustworthiness 
assessment process explaining how trustors assess a system’s AT to arrive at their PT of 
the system, and we described the model’s macro-level trustworthiness propagation 
process that emphasizes that different stakeholders prompt cues that other stakeholders 
may use to assess system trustworthiness. With this, we explicate a process that focuses 
on trustworthiness as a basis for trust and a model that augments existing trust models 
by adding the trustee and their characteristics. For HATs we hope, that the TrAM 
provides a fruitful starting point to focus on the trustworthiness assessment and 
differences that occur between team members regarding their individual standards and 
the detection and utilization of cues. Future research could investigate how individual 
trustworthiness assessments differ between dyads and larger HAT’s. 
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