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Discrete-Event Systems

Discrete-state, event-driven systems of which the state evolution depends entirely on the
occurrence of asynchronous discrete events over time.
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Supervisory Control Theory

A method for synthesizing supervisors that restrict the behavior of a plant such that as
much as possible of the given specifications are fulfilled.
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Motivation for Control People

• Low-level control requirements focus on the performance of the system; how to
achieve the goal.

• High-level requirements focus on making the right decision; what is the goal to
achieve.

Example. Autonomous Vehicle.
• The low-level controller is responsible for steering, the speed.

• The high-level controller is responsible for lane changes, speed selection, merging
into or crossing the traffic.

Kurt & Ozguner, "Hybrid State System Development for Autonomous Vehicle Control in Urban Scenarios", IFAC, (2008)
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Conventional Supervisory Control Theory

• Plant modelled as (network of) DES [single plant automaton]

• Specifications describing allowed behaviour [only nonblocking]

• Synchronous composition between plant and supervisor [supervised plant]
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Conventional Supervisory Control Theory

Properties of supervised plant:
• nonblockingnes
• controllability [only disable controllable events]
• maximal permissiveness [only disable when necessary]
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Networked Control: Benefits & Challenges
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Supervisory Control in Implementation

• Avalanche effect (single event triggers multiple state
changes)

• Choice (several alternatives in a state)

• Inexact synchronization

• Interleave sensitivity (observation 6= execution order)

• Causality (spontaneous vs commanded execution)
Plant

Supervisor
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Fabian & Hellgren, "PLC-based implementation of super-visory control for discrete event systems", CDC, (1998)
Bastile & Chiacchio, "On the implementation of supervised control of discrete event systems", IEEE Trans. on Cont. Sys. Tech., (2007)
Zaytoon & Riera, "Synthesis and implementation of logic controllers– a review", Ann. Rev. in Cont. (2017)
Balemi, "Communication delays in connections of input/output discrete event processes", CDC (1992)



8 Networked Supervisory Control of Discrete-Event Systems

Supervisory Control of Discrete-Event Systems in an Asynchronous Setting
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Asynchronous Supervisory Control

• A controllable event can be executed in the plant only if
commanded by the supervisor.

• Uncontrollable events occur spontaneously in the plant.

• A control command may not necessarily be accepted by
the plant, and in this case it remains in the channel.

• Any plant event is observable to the supervisor. The
observation of an event may occur immediately or at
some point in the future.

• Consecutive events that occur in the plant may be
observed in any possible order

Plant

Supervisor
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Problem Statement

Problem Statement: for a given plant G , we aim to find an asynchronous supervisor
AS such that AS |/|G is nonblocking.

Property of the ASC Setting: for any asynchronous supervisor AS and plant G ,
(asynchronous) controllability is always guaranteed.
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Synthesis Technique

Fig. 4: Asynchronous Plant and Observed Plant

where
Q = A×M,

ΣOP = Σ∪Σo,

q0 = (ao, []),

Qm = Am ×M.

The states of ϒ(G,No) depend on the current states of the
plant and of the medium. Initially, no event has occurred yet,
and thus the medium is empty. Whenever an event occurs in
the plant, it will be stored in the medium until it is observed.

For a ∈ A, m ∈ M and σ ∈ Σ, the transition function δOP :
Q×ΣOP → Q is defined as follows:

1) If δ (a,σ)! and |m|< No

δOP((a,m),σ) = (δ (a,σ),m� [σ ]).

2) If σ ∈ m

δOP((a,m),σo) = (a,m\ [σ ]).

Note that all events are supposed to be observable. Moreover,
when there are multiple events ready to be observed, these
can be observed in all possible orders. �

Example 2: Let us again consider Example 1. Using Def-
inition 8, the observed plant is obtained as depicted in Figure
5.
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Fig. 5: Observed plant for G from Example 1.

The next step is to determine all feasible enabling events
that could have been sent in the asynchronous setting based
on the observed plant. However, since enabling events are
only related to controllable events, we leave out the uncon-
trollable events of the observed plant. We also use the plant
model to determine how events will be executed in the plant,
and how the observations can occur in the asynchronous
plant. The asynchronous plant automaton is achieved using
the operator given in Definition 9. The capacity of observa-
tion and control channels are supposed to be limited to No
and Nc numbers of events, respectively.

Definition 9 (Asynchronous Plant Operator): For a given
plant, G = (A,Σ,δ ,a0,Am), Π gives the asynchronous plant
as the following automaton:

Π(G,Nc,No) = (X ,ΣASP,δAP,x0,Xm), (2)

Let OP′ = PΣOP\Σuc(ϒ(G,No)) = (Q′,ΣOP,δOP′ ,q′0,Q
′
m), and

X = A×Q′ ×M×L,

x0 = (a0,q′0, [],ε),
Xm = Am ×Q′ ×M×L.

For a∈ A, q′ ∈Q′, m∈M and l ∈ L, the transition function
δAP : X ×ΣASP → X is defined as follows:

1) If δOP′(q′,σ)!, σ ∈ Σc and |l|< Nc

δAP((a,q′,m, l),σe) = (a,δOP′(q′,σ),m,app(l,σ)).

2) If δ (a,σ)!, head(l) = σ ,σ ∈ Σc and |m|< No

δAP((a,q′,m, l),σ) = (δ (a,σ),q′,m� [σ ], tail(l)).

3) If δ (a,σ)!,σ ∈ Σuc and |m|< No

δAP((a,q′,m, l),σ) = (δ (a,σ),q′,m� [σ ], l).

4) If σ ∈ m, δOP′(q′,σo)!

δAP((a,q′,m, l),σo) = (a,δOP′(q′,σo),m\ [σ ], l).

5) If σ ∈ m, ¬δOP′(q′,σo)!

δAP((a,q′,m, l),σo) = (a,q′,m\ [σ ], l).

�
Proposition 1 (Finite Asynchronous Plant): For a given

plant G which is being supervised and observed through the
control and observation channels with limited capacities Nc
and No, respectively, Π(G,Nc,No) achieves a finite automa-
ton. �

Proof. Π(G,Nc,No) is finite if it has a finite set of states
and a finite set of events. Let us first prove that X is finite.
Due to Definition 9, X = A×′×M×L. To prove that X is a
finite set, it is sufficient to guarantee that A,Q′,M and L are
finite sets because as proved in [18] the Cartesian product of
finite sets is finite. A is a finite set since we assumed that the
plant is modeled by a finite automaton. For each q′ ∈ Q′, we
know that q′ ⊆ Q. So, we should prove that Q is a finite set.
Q = A×M is finite since A and M are finite as the maximum
size of M is limited to a finite number No. Finally, L is finite
since its size is limited to Nc. �
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Observed plant (add observation events to plant)
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Asynchronous Plant

• Insert enabling events whenever
appropriate (enabled in observed
plant)
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Asynchronous Supervisor

• Disable enabling events in asynchronous
plant taking care that same decision is made
in observationally equivalent states observed
events
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Conclusions

• Introduced asynchronous supervisory control
setting

• Define asynchronous composition operator and
asynchronous controllability

• Asynchronous controllability always holds for any
asynchronously composer supervisor and plant

• Synthesis of asynchronous supervisor
guaranteeing nonblockingness

Rashidinejad & Reniers & Fabian, "Supervisory Control of Discrete-Event Systmes in an Asynchronous Setting", CASE, (2019)
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Networked Supervisory Control of Timed Discrete-Event Systems
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Networked Supervisory Control

• A controllable event can be executed in the
plant only if commanded by the supervisor.

• Uncontrollable events occur spontaneously
in the plant.

• A control command reach the plant after a
constant amount of time.

• A control command may not necessarily be
accepted by the plant, and in this case it
remains in the channel.

• The control channel is FIFO.
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Networked Supervisory Control

• Any event executed in the plant is
observable to the supervisor.

• The observation of a plant event occurs
after a constant amount of time.

• The observation channel is non-FIFO.
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Networked Supervisory Control

• TDES:
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Problem Statement

Basic NSC Problem Statement: for a given plant G , the control delay Nc , and
observation delay No , we aim to find a networked supervisor NS such that NS |Nc ,No |G
is nonblocking, (time networked) controllable, time-lock free, and maximally permissive.
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Synthesis Technique
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Conclusions

• The assumption of synchronous interactions between the plant and supervisor is not
valid anymore in a network-based control setting.
• A networked supervisory control framework is proposed in which delays are measured

based on time.
• A synthesis technique is presented that results in a networked supervisor satisfying

controllability, nonblockingness, time-lock freeness, and maximally permissiveness.

• Future research: from TDES to timed automata.

• Rashidinejad, Lin, Wetzels, Zhu, Reniers, Su, "Supervisory Control of Discrete-Event
Systems under Attacks: An Overview and Outlook", ECC (2019).
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