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Climate crisis: the carbon footprint of software and AI

 Large AI and software companies shall follow energy efficiency 
regulations.
 2030: EU has agreed ambitious targets for greenhouse gas (GHG) emission 

reductions, renewable energy and energy efficiency
 2050: climate‐neutral economy

 IT systems alone already consume up to 10% of global electricity 
(considering not only computer power, but internet transmission, 
data centers…)
 Increase in energy consumption of data centers by 2030

 Need for an ecologic behavior!!
 The need across the world to mitigate the impacts of climate change
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Verdecchia, R., Lago, P., Ebert, C., De Vries, C. (2021). Green IT and Green Software. IEEE Software 38(6): 7‐15
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Climate crisis: dual role of ML-based systems

 ML‐based software systems for energy efficiency
 They can help reduce the effects of climate crisis
 Modeling climate change predictions

 Energy efficiency of ML‐based systems
 ML‐based systems are themselves a significant emitter of carbon
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Dhar, P. (2020). The carbon impact of artificial intelligence. Nature Machine Intelligence, 2(8), 423‐425
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Software engineering for Energy efficiency (1/2)
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 What do companies need?
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Software engineering for Energy efficiency (2/2)
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 Leveraging strategic indicators and quality management tools from software 
engineering to other domains who need to follow EU guidelines by 2030

 Applied research with exploitation of Q‐Rapids (H2020) and measurement programs

 Need to move to other domains and study standards  companies that have to report 
climate‐related information)

 Energy profiling tools, e.g., code carbon
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Climate crisis: dual role of ML-based systems

 ML‐based software systems for energy efficiency
 They can help reduce the effects of climate crisis
 Modeling climate change predictions

 Energy efficiency of ML‐based systems
 ML‐based systems are themselves a significant emitter of carbon
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Our focus

Dhar, P. (2020). The carbon impact of artificial intelligence. Nature Machine Intelligence, 2(8), 423‐425



7

Energy consumption in ML-based systems:
Motivation (1/4)
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 Highly accurate ML‐based systems have led to a dramatic growth in 
AI data volume, models’ size, and infrastructure capacity 
exponential scaling of ML with significant energy and environmental 
footprint implications
 Schwartz et al. report that the cost of training DL models as required by 

state‐of‐the‐art techniques has increased by a factor of 300.000x in only 6 
years, doubling every 3‐4 months

 Wu et al. show that the carbon footprint of training one large ML model for 
autonomous vehicles is equivalent to 242,231 miles (389,833 km) driven by 
an average passenger vehicle
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Energy consumption in ML-based systems:
Motivation (2/4)
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Source: https://openai.com/blog/ai‐and‐compute/
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Energy consumption in ML-based systems:
Motivation (3/4)
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 What to do? Strubell et al. proposed three main actionable 
recommendations to reduce costs and improve equity of ML‐
based systems based on natural language processing
 reporting training time and sensitivity to hyperparameters
 fostering equitable access to computation resources
 prioritizing computationally efficient hardware and algorithms
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Energy consumption in ML-based systems:
Motivation (4/4)

 ML‐based systems have become 
increasingly pervasive in our lives, 
requiring extremely high computational 
resources
 Red AI (cost of executing the model on a 

single example, size of the training dataset, 
number of hyperparameters experiments)

 Examples:
 Google’s BERT‐large (350 million features, 

trained for 2.5 days using 512 TPU chips, 
costing $60K+)

 Open‐GPT3 (175 billion features)
 AlphaGo (1920 CPUs, 280 GPUs, costing 

$35M)

 When modelling and developing green 
AI‐based systems, energy efficiency must 
be better understood, defined, reported, 
and managed in order to deliver AI‐based 
systems with less demanding 
computational power needs
 Green AI (yielding novel results without 

increasing computational cost, and ideally 
reducing it)

 Considering not only accuracy, but also 
energy, time, reproducibility, reusage
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Schwartz, R., Dodge, J., Smith, N. A., Etzioni, O. (2020). Green AI. Communications of the ACM 63(12): 54‐63
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Hypothesis & Goal

Hypothesis

 When modelling and developing green 
AI‐based systems, 

 the impact of architectural decisions on 
energy efficiency must be better 

understood, defined, reported, and 
managed

 in order to deliver AI-based systems 
with less demanding computational 

power needs

Goal

 Provide data scientists and software 
engineers tool‐supported, 
architecture‐centric methods for the 
modelling and development of green 
AI‐based systems
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Roadmap
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Objectives

Define, implement, and evaluate a quality model for measuring the greenability of AI‐based
systems.

Specific Objective 1 

Define, implement and evaluate architecture-centric methods to guide the training and
deployment of green AI models and measure energy efficiency of AI platforms.Specific Objective 2 

Define, implement and evaluate architecture-centric methods to guide the development of
green AI-based systems.Specific Objective 3 

To provide data scientists and software engineers tool‐supported, architecture-centric
methods for the modeling and development of green AI-based systems.Main objective

Define, implement and evaluate analytic tools to support greenability‐driven analysis and
decision‐making during the modeling and development of AI‐based systems.Specific Objective 4 
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First results: Energy efficiency of training 
neural networks architectures

Xu, Y., Martínez-Fernández, S., Martinez, M., & Franch, X. (2023). Energy Efficiency of Training Neural Network Architectures: 
An Empirical Study. Proceedings of the 56th Hawaii International Conference on System Sciences, pp. 781-790. 
https://hdl.handle.net/10125/102727
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https://hdl.handle.net/10125/102727


17

Research goal

 Analyze convolutional neural networks architectures
 with the purpose of measuring their energy efficiency
 with respect to the model training
 from the point of view of the AI practitioner
 in the context of creating an image classification model for 

computer vision.
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Research questions
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 RQ1: Does the CNN architecture have an impact
on energy consumption?

 RQ2: What is the relationship between model accuracy and 
the energy needed to train the model?

 RQ3: What are the differences between software-based and 
hardware-based methods of measuring the energy 
efficiency of a model?
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Research: energy efficiency of ML-based systems
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Y. Xu, S. Martínez‐Fernández, M. Martinez, and X. Franch,
Energy efficiency of training neural network architectures: An empirical study, HICSS 2023
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Variables
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Energy in ML-based systems: Key metrics (1/5)
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 Real measured energy consumption

 Net power supply consumed during the compute time

 measured as kWh

 Benefits: accurate, easy to map to carbon emissions

 Drawbacks: needed hardware to measure, hard to measure

 How to measure?

 E.g., with wattmeters
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Luís Cruz, Sustainable Software Engineering
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Energy in ML-based systems: Key metrics (2/5)
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 Estimated energy consumption
 Net power supply consumed during the compute time, 

measured as kWh

 Benefits: easy to measure, correlates with energy 
consumption in most cases.

 Drawbacks: difficult to compare with measurements 
from other setups

 How to measure it?
 E.g., CodeCarbon profiler
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Luís Cruz. Sustainable Software Engineering
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Energy in ML-based systems: Key metrics (3/5)
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 Code Carbon
 Python package that enables us to track emissions 

in order to estimate the carbon footprint of an 
experiment

 uses RAPL for measuring the energy consumed by 
the CPU and RAM, and NVIDIA Management 
Library (NVML) for the energy consumption of the 
GPU

 The package logs the data of each experiment into 
an emissions.csv file:
 Duration of the compute (in seconds)
 Emissions as CO2‐equivalents (in kg)
 Energy consumed (in kWh)

16/03/2023
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Energy in ML-based systems: Key metrics (4/5)
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 Floating point operations (FLOPS)
 Number of floating point operations per second

 Benefits: comparable across different setups, cheap

 Drawbacks: does not factor in energy consumption in memory, does not 
reflect carbon emissions

 How to measure it?

 Computing the FLOPs required for the training of the model

 E.g., use the keras‐flops4 package for TensorFlow
 https://github.com/tokusumi/keras‐flops
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Energy in ML-based systems: Key metrics (5/5)
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 Emissions
 Carbon dioxide (CO2) emissions

 expressed as kilograms of 
CO2‐equivalents (CO2‐eq)

 CodeCarbon estimates the net 
carbon intensity

 using the international energy 
mixes derived from the United 
States’ Energy Information 
Administration’s Emissions & 
Generation Resource 
Integrated Database (eGRID)
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RQ1: Does the CNN architecture have an impact
on energy consumption?
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 Yes, although it is also intuitive
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RQ2: What is the relationship between model accuracy 
and the energy needed to train the model?
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 Score = Accuracy/Energy
By choosing the architecture with 
highest Score, we obtain either
(i) an improvement in both accuracy 

and energy efficiency (e.g., 
models trained using MNIST 
dataset), or 

(ii) an improvement in energy 
efficiency with a detriment (small 
such in the case on CIFAR10 on 
South Carolina) on accuracy.
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RQ3: What are the differences between software-based and hardware-
based methods of measuring the energy efficiency of a model?
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 Energy consumption 
returned by the wattmeter 
is larger than the total 
energy consumed reported 
by the profiler in the same 
amount of time, going from 
42% to 46%. Two reasons:
 A profiler is not analog to a 

power meter
 Wattmeter also includes 

the energy consumed by all 
components from devices 
connected to the 
wattmeter
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Conclusions and future work
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 We can definitely look for a tradeoff on accuracy and energy 
consumption! Future work: an architecture‐centric approach
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Thank you!

 Contact: silverio.martinez@upc.edu

 The GAISSA project (TED2021‐130923B‐I00) is funded by 
MCIN/AEI/10.13039/501100011033 and by the European Union 
“NextGenerationEU”/PRTR.
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