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Abstract. With the increasing adoption of AI as a crucial component of business 
strategy, the challenge of establishing trust between human and AI teammates 
remains a key issue. The project “We are in this together” highlights current theories 
on team trust in human-AI teams and proposes a research model that integrates 
insights from Industrial and Organizational Psychology, Human Factors 
Engineering, Human-Computer Interaction, and Computer Science. The proposed 
model suggests that trust in human-AI teams involves multiple actors and is critical 
for team success. We present three main propositions for understanding trust in 
human-AI team collaboration, focused on the importance of trustworthiness and 
trustworthiness reactions in interpersonal relationships between human and AI 
teammates. We further suggest that individual, technological, and environmental 
factors can impact trust relationships in human-AI teams. The goal of the project is 
to contribute to the development of effective human-AI teams by presenting and 
experimentally evaluating a research model of team trust in human-AI teams. 
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1. Introduction 

Artificial intelligence (AI) is rapidly transforming the workplace, with an 
increasing number of organizations adopting AI as a crucial component of their 
business strategy [1]. AI is no longer a simple tool but has become a teammate 
that works alongside humans to improve productivity, efficiency, and decision-
making [2]. For example, SAP has utilized the AI-powered assistant “Olivia” to 
help with recruiting tasks, such as scheduling interviews and answering employee 
questions. With the introduction of new generative AI tools, in recent months, 
many companies have implemented new AI assistants using ChatGPT to support 
customers while shopping (e.g., Shopify) or to assist customer support staff (e.g. 
salesforce) [3]. In the light of these recent developments, researchers have argued 
that AI are transforming from tools to team members [2]. At the same time, this 
development has raised concerns about how such teams can collaborate 
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effectively [5] and how such collaborations should be implemented in the 
workplace while guaranteeing human safety and well-being [6].  

According to both practice and research [7], human-AI teams are expected to 
become prevalent in the workforce. However, appropriate trust between team 
members remains a key challenge in the development of such teams [4]. This is 
because humans tend to have difficulties in developing appropriate trust in 
intelligent technologies [8], [9] and understanding their behaviors [10]. Moreover, 
it is unclear how AI teammates can express their status and intentions to be 
perceived as trustworthy by human teammates [7]. Recent research suggests that 
trust within human-AI teams will be essential for teams to communicate, integrate 
information, coordinate, and perform effectively [12], yet clear guidelines for 
how human-AI teams should be designed to foster appropriate trust are still 
missing. Research across disciplines already offers insights into how human 
teams develop trust, how humans interact with technology, and how AI systems 
should be designed.  

2. Trust perspectives across disciplines 

Across disciplines, the study of trust as a central influencing factor on human-
technology interaction has a longstanding tradition which has led to a variety of 
perspectives and definitions [13], [14]. In psychology and human-technology 
interaction literature, trust in humans and trust between humans and AI is 
typically defined as the willingness to rely on and be vulnerable to another party 
[13]–[16]. Trust relationships in human-AI teams involve multiple actors, 
including human and AI teammates, and are critical to team success [17]. Further, 
trust is influenced by characteristics and states of the human and the AI team 
member as well as their shared environment [13]. Team trust describes the shared 
perception among team members that enables free sharing of information and 
views and reflects one of the most crucial properties for team success [18]. To 
achieve effective collaboration, both human and AI teammates must perceive 
each other as trustworthy and perceive that they are being trusted [17]. Computer 
science literature so far mainly focuses on dyadic trust relationships between 
humans and agents or trust between agents [19]. It is still unclear how team trust 
in human-AI teams can be understood and what mechanisms underlie team trust 
emergence [17]. Nevertheless, literature across disciplines agrees that to 
collaborate effectively, human-AI teams require appropriate levels of trust that 
are bidirectional (i.e., expressed by the human and the AI agent). Consequently, 
engineering literature has proposed design approaches with the goal of building 
appropriate bidirectional trust between humans and AI (i.e., trust engineering; 
[20]), for instance by addressing aspects such as explainability, security, or 
training.  

Although these different literature streams have addressed trust as a central 
construct for effective collaboration, their definitions often differ depending on 
their unique disciplinary perspective [9]. For instance, a large body of literature 
focuses on the role of trust for team processes and how individual perceptions by 
team members impact collaboration, thus highlighting the perspective of the 
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human as a trustor in their collaboration with AI team members [21]. In contrast, 
trust engineering literature predominantly addresses technical challenges of 
human-AI teaming, such as data protection, transparency, or interface design 
[20]. Currently, there is still a lack of integration of technical system design 
perspectives and team processes in human-AI teams.  

In addition a need for more integrated definition, new insights are needed with 
regards to the emergence of team trust. Human-AI teams can largely differ in 
their composition of human and agent team members (i.e., the number of human 
and agent team members). A team’s composition can strongly impact how trust 
develops and how trustworthy team members are perceived [22]. Yet, current 
research predominantly highlights reactions to team member characteristics, 
rather than the dynamic development of trust in human-AI teams, trust 
reciprocity, or differing trust levels between team members [16]. Consequently, 
team trust needs to be considered from a dynamic and multi-level perspective, 
where team members differ in their characteristics (e.g.. AI or human; 
trustworthiness), they behaviors (e.g., how they display trust), and their 
relationships (e.g., their trust relationship with individual team members).  

As human-AI teams are finding their way into work environments, we urgently 
require further integration of perspectives to answer pressing questions such as: 
How should trust in human-AI teams be defined considering different disciplinary 
perspectives? How much trust is needed in human-AI teams? How can we and 
should we reach theoretical unification of the vast and constantly growing trust 
literature? And, how do we guarantee work environments that foster not only 
performance but also human safety and well-being?  

3. Addressing trust from multidisciplinary perspectives  

 

Figure 1. Research model of the project “We are in this together” 
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To address this research gap, our project “We are in this together”1F

2 aims to 
provide theoretical and empirical arguments for gaining a better understanding of 
trust in human-AI team collaboration (see Figure 1). Specifically, we combine 
knowledge from Industrial and Organizational Psychology, Human Factors 
Engineering, Human-Computer Interaction, and Computer Science and present 
three main propositions: (1) trust in human-AI teams considers human and AI 
teammates as trustors and trustees; (2) trust in human-AI teams depends on 
human and AI trustworthiness, their trustworthiness reactions, as well as 
interpersonal relationship between teammates; and (3) trust in human-AI teams is 
multilevel, including individual-, dyadic-, and team-level trust. We further 
propose that (4) additional factors, such as individual, technological, and 
environmental considerations, form and impact trust relationships in human-AI 
teams [16].  

Our overall goal is to contribute to the development of effective human-AI teams 
by presenting a research model of team trust in human-AI teams and investigate 
its propositions in experimental studies. During the workshop, first results from 
the experimental studies will be presented. 
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