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NOS Nieuws v Sport - Live Programma's 6y Q

since 2012
10,000 students accused of fraud
6,000 objection
1,500 lawsuits, 25% students win
N = 367, almost all from a migrant background

NOS Helen Kret

Woensdag 21 juni, 06:14

Studenten met migratieachtergrond opvallend
vaak beschuldigd van fraude, minister wil
systeem grondig nagaan
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honest machine learning with study data

honesty and data bias detection and mitigation
what is fair o how to discover bias
what is bias ) . .
what are study how to visualize bias
how to calculate . .
dates bias choices to counter bias

what are sensitive data

general concerns
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The State of The Hague

A statistical study of equity of
opportunity at The Hague
University of Applied Sciences

De Staat van De Haagse

Projectbeschrijving en -verantwoording, v. 0.9.9.1

Three sub-studies
1. Equal opportunities in inflow

let's change
¥OU. US. THE WORLD.

2. Equal opportunities in study progress and
study success (progression and
graduation)

3. Equal opportunities on the job market or in

further study
Learning Technology & Analytics lectureship, it 05 HAAGSE
Dr. Theo Bakker HOGESCHOOL
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honest machine learning with study data
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honest machine learning with study data

EQUALITY EQUITY

Illustration: Medium.com
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honest machine learning with study data

- aE
FOR A FAIR SELECTION
EVERYBODY HAS TO TAKE

THE SAME EXAM: PLEASE
CLIMB THAT TREE
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honest machine learning with study data

Illustration: Allegiance, April 10, 2019, studio vonq
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honest machine learning with study data

iInclusion + diversity + equal opportunity
on education (entry) + a diploma (advancement) + a suitable job
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honest machine learning with study data

enrollments + outcomes + online behavior study
success + programs + curricula + education quality
student success + student well-being
background characteristics + age + gender + prior education
previous results + origin + socioeconomic status
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Explain prediction models and
detect bias with sensitive data
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Explain prediction models and
detect bias with sensitive data

special personal data
AVG

* racial or ethnic origin

 political views

* religious or philosophical beliefs

* union membership

* health

« sexual behavior or sexual orientation

* genetic data

* biometric data (intended for the unique
identification of a person)

https://www.autoriteitpersoonsgegevens.nl
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sensitive data Handbook
on European non-
discrimination law
gender
gender identity
sexual orientation
disability
age
race, ethnicity, color and belonging to a
national minority
faith or creed
social origin, birth and ownership
language
political about other beliefs
status other (collection of
characteristics)

https://fra.europa.eu/sites/default/files/fra_uploads/fra-2018-handbook-non-discrimination-

law-
272012 an nAdf



Explain prediction models and
detect bias with sensitive data

special personal data sensitive data Handbook
AVG on European non-
discrimination law

&)
A4

do not identifydo not discriminate q
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Explain prediction models and
detect bias with sensitive data

A applicatio A applicatio
age n age n
deadline deadline

oma

o . o
0 ° ‘:coz
OQQ «0’

O
ELL| ¢

application date

"no fairness without awareness”



criteria to detect bias
IS this selection process fair?

registration selection
120 woman 96 woman
50 men 30 men

selective care program max.
126 students

previous grades, experience in

image: hitps://princetonreview.com healthcare, cover letter and interview
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criteria to detect bias
Is this selection process fair - 4/5 criterion®

woma male

4%
' ,‘l n 30/50 y/ too
_ littl
N q 96/120  60% e
_ \ 4/5 line
64%
registration selection
120 woman 96 woman
50 men 30 men

* Code of Federal Regulations.
Section 4d, uniform guidelines on
employee selection procedures
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criteria to detect:biasay
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criteria to detect bias
confusion matrix

predicted outcome

will a student pass
or fail the first year
of study?

A

Positive

Negative

Positive

True Positive (TP)

False Negative (FN)

actual outcome -

Negative

False Positive (FP)

True Negative (TN)

admittedly wrong, but not a problem
for the student >

Type | Error

boasts a positive BSA

Honest machine learning with study data, T. Bakker, The HHSs,
OWNO2

error and well a problem for
the student >
mistakenly received a negative BSA

Type Il Fault

note! if you ask the
question in reverse (on
failure), then the matrix
is exactly the other way
around....



criteria to detect bias
confusion matrix

will a student pass predicted loutc:ome
or fail the first year ( \
of study? 200 Positive Negative
Positive 50 50 100

actual outcome -

Negative 50 50 100

100 100 950% accuracy

a poor prognosis: 50% correctly predicted
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criteria to detect bias
confusion matrix

will a student pass
or fail the first year

predicted outcome

A

of study? 200 Positive Negative
Positive 80 20
actual outcome -
Negative 20 80
100 100

a good prognosis: 80% was correctly

100

100

80% accuracy

predicted but was it also a fair prognosis?
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goes a student
Pass or fail the first

criteria to detect bias
confusion matrix and gender

year of study? predicted outcome predicted outcome
[ l | [
100 Positive Negative 100 Positive Negative

GE) Positive 35 15 100 Positive 45 5
o
£
5
o
g Negative 15 35 100 Negative 5 45
E

100 100 70% 100 100

good prognosis but not fair prognosis men are
disadvantaged compared to women

Honest machine learning with study data, T. Bakker, The HHSs,
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100

100

90%

A4



criteria to detect bias
precision and sensitivity

will a student pass

predicted outcome

A

or fail the first year [ ‘ as few students as
of study? 100 sl Negative possible who drop out
= unfairly
. | v 30/40
Positive | ...
ostive 30 ue 40 =759, sensitivity
actual outcome =
Negative 20 40 40
> continue 50 50
P As few 30/30
students as possible = 60% precision
TN who are unfairly
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70% accuracy criteria to detect bias
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criteria to detect bias
criteria in group fairness &

classification
independence separation sufficiency
independence separation - equality of errors sufficiency - calibration
an outcome is independent each group is equally likely to each group has an equal chance
of a sensitive characteristic make as few mistakes as of being found
possible
If an algorithm predicts "this
after the first year of study If an algorithm predicts "this student is likely to make the
student is likely to make the pass first year'
pass first year
there are as many positive as is this as often right per group
negative results per group there are the same number of
errors per group
1 equal outcomes as few students as possible
,,_" ,,-" who drop out unfairly

' :as few students as possible '

\ \

> _-" who move on unfairly >

-

-
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social Cm&%@,@f ’[Lg egu att%r%tirgtilét%n interest of the individual student

criteteiestin group fairness &
classification
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criteria to detect bias
criteria in group fairness &

classification
independence separation sufficiency
independence separation - equality of errors sufficiency - calibration

it is not possible to meet all three criteria at the same time bias balancing
is crucial = parity
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Explain prediction models and
detect bias with sensitive data

algorithms/prediction models + predict/explain
linear regression + random forest + gbm
(R)MSE + confusion matrix + ROC + AUC
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Explain prediction models and
detect bias with sensitive data

model explainer

IE

ingredients

. of 2 — §§’
: H.O DALEX iBreakDown
\ 2% _ ———— P

q°

ﬁ. —_— | S auditor
= ek

See https://drwhy.a
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Explain prediction models and

detect bias with sensitive data

HitcHHiker’s GUIDE TO
ResponsiBLE M ACHINE LEARNING

WiTH BETaanD B —

THE R VERSION

Przemyseaw Biecek | Anna Kozak
ALEKSANDER Z AWADA

See https://betaandbit.github.io/RML/
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Model Performenee

Depending on the type of predictive problem and what we assume
ahout the distribution of the outceme. various measures of model
performance can be wsed. Here is a short summary, find & more
detailed description in the EMA book.

For regression problems, when we predict a quantilative varia-
ble, especially when we assume (Gaussian noise, commonly used
pesformance measures are Mean Squared Error'S and Rooted Mean
Squared Error'®,

For binary classification problems, the outcome is commanly sum-
tmarized with a 2 % 2 contingency table with possible results coded
as True Positive, True Negative, False Positive, and False Megative.
Fositive means that the test suggests a pregnancy, while Negative
means no pregnancy. True and False describe whether the test result
is correct or not. Below is an example of such a table for a simple
Jmarning sickness” test for the pregnancy.

Morming sickness |

/ pregnancy Pregnant Dot pregrant
“Has sickness TF=m FF=1m
_Hagnot [EN g

| Sensitivity =

| Rocall =39 Bo%

Based on such a contingency table, the most commonly used
meagures of performance are Accuracy’, Sensitiviey™, Specificity™,
Precision™, Recall™, F1 score™, Positive Predicted Value®™ and Ne-
gative Predicted Valua®

Note that in the covid-mortality-risk-assessment problem, we are
not interested in the binary prediction survived /dead, but rather in
the validity of the ranking of risk scores, For such types of problems,
instead of a contingency table, one looks at Receiver Operating Cha-
racteristic (ROCH curve, and the commonly used measure of perfor-
mance is the Area Under the ROC Curve (ALUC). Figure & shows
henw this measure is constracted,

Al Eistrbution fscons I Revsiver Ogevatie Clansdusivic
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Explain prediction models and e
detect bias with sensitive data <V

" m Iﬂ model explainer.

[ A LW W} N R

RE) m,

—

measuring - possibly more data

t* bias detection
f y 55 visualization
3 DALEX .
: HOo _ fairmodels bench marklng

mitigation

Wisniewski, J., & Biecek, P. (2021). fairmodels: A Flexible Tool For Bias Detection, Visualization, And Mitigation. arXiv. doi: 10.48550/arxiv.2104.00507
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Explain prediction models and Cy
detect bias with sensitive data

model: bias at a negative BSA linear
regression + random forest + gbm (R)MSE
+ confusion matrix + ROC + AUC
Based on the simulation dataset of the acceleration plan

1.read in

« dataset: freshman, principal enrollment, full-time, positive/negative bsa
» variables: bsa, gender, age, foreign degree, affiliation, application date
* missing values removed

2. explainer for random forest
« gender (female), foreign degree (yes), affiliation (immediately after degree)

3. detection bias

Honest machine learning with study data, T. Bakker, The HHSs,
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Explain prediction models and
detect bias with sensitive data e

Preparation of a new explainer is initiated Fairness check gender
-> model label : ranger ( default ) Created with ranger
-> data : 24744 rows 5 cols - . s—
-> target variable : 24744 values
-> predict function : yhat.ranger will be used ( default ) Accuracy eduality ratic (TP + TNV(TP + EP + TN + EN)
-> predicted values : No value for predict function target column, ( default )
-> model_info : package ranger , ver. ©.15.1 , task classification ( default ) Man .
-> predicted values : numerical, min = ©.1488081 , mean = ©.8135431 , max = ©.9853193
-> residual function : difference between y and yhat ( default ) Equal opportunity ratio  TPATP + FN)
-> residuals : numerical, min = -©0.9675814 , mean = @.0001491409 , max = ©.7531143
A new explainer has been created! Man
. e Predictive equality ratio FP/(FP + TN)

## 2.1.3 Maak een fairness object: Geslacht ####

subgroup
=
g

fobject <- fairness_check(rf_explainer,
protected = dfSim$DEM_Geslacht, Predictive parity ratic  TP/(TP + FP)
privileged = "Vrouw",
cutoff = 0.5,
colorize = FALSE)

Man

Statistical parity ratio (TP + FP)Y(TP + FP + TN + FN)

rint( fobject)
P ] Man

Fairness check for models: ranger 0.8 0.9 1.1 1.2

score

ranger passes 5/5 metrics
Total loss : 0.274789%4
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Explain prediction models and B Sy

detect bias with sensitive data

Fairness check gender

Created with ranger
model . ranger

Accuracy equality ratic (TP + TN)/(TP + FP + TN + FN)

Man

oy

Equal opportunity ratio  TPATP + FN)

Man

Predictive equality ratio FP/(FP + TN)

subgroup
=
g

Predictive parity ratioc  TP/(TP + FP)

Man

Statistical parity ratio (TP + FP)/(TP + FP + TN + FN)

Man

1.1 1.2

1
score

0.8 09

Fairness check for models: ranger

ranger passes 5/5 metrics
Total loss : 0.274789%4

Honest machine learning with study data, T. Bakker, The HHSs,
OWNO2

Fairness check abroad

Created with ranger
model . ranger

Accuracy equality ratic (TP .+ TN){(TP + FP + TN + FN)

FALSE

Equal opportunity ratio  TP/TP + FN)

FALSE l

Predictive equality ratic  FP/(FP + TN)
FALSE

Predictive parity ratic  TP/(TP + FP)

subgroup

FALSE
Statistical parity ratio (TP + FP)/(TP + FP+ TN + FN)
FALSE
0.8 0.9 1 141 1.2

score

Fairness check for models: ranger

ranger passes 5/5 metrics
Total loss : 0.2254708

fairmodels

Fairness check connection

Created with ranger
model . ranger

Accuracy equality ratic (TP + TNY/(TP + FP + TN +

Tusseqjaren
Switch
. Premasters
Latere instroom
Buitenlands diploma

Equal opportunity ratic  TP/(TP + FN)
Tussenjare
S{lecl::

Fl

é.a_ter in: %?g.'q?'ns lﬁ'ﬁ
uitenlands diploma

- Predictive equality ratio  FP/(FP + TN)
= Tussenﬁyeg

=) Switc
T e i e S
7 é'u-ten ands diploma
Predictive parity ratic  TP/(TP + FP)

Tussenjaren
Switch
Premasters

Latere instroom
Buitenlands diploma

Statistical parity ratio (TP +FP)/(TP + FP+ TN + F}M
Tossegiaen
Premasters

Latere instroom MA
Buitenlands diploma

0.6 0.7 0.8 0.2 1 11 1.2
score

Fairness check for models: ranger

ranger passes 4/5 metrics
Total loss : 2.329799



Explain prediction models and
detect bias with sensitive data

model: bias in the case of a negative bsa
linear regression + classification & regression trees + random forest
(R)MSE + confusion matrix + ROC + AUC
Based on the simulation dataset of the acceleration plan

4. apply multiple models
« add models in modified form (fewer variables)

« Other types of models (linear regression, general boosted model)

5. choose the best model

Honest machine learning with study data, T. Bakker, The HHSs,
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Explain prediction models and
detect bias with sensitive data

o
## 2.2.3 Maak een fairness object ####

Stacked Metric plot

parity loss of metrics . TPR . STP ACC . PPV FPR
fobject <- fairness_check(explainer_1, explainer_2,
explainer_3, explainer_4,
protected = dfSim$INS_Aansluiting_cat,
privileged = "Direct na diploma", ranger 2
verbose = TRUE)

XXX XXXXXHXXHX XXX XXX XXX XK XXXXXXXXKXX XXX XX XX XXX XX XXX XX KX
##f 2.3 Kies het beste model ####

gbm
## i
## 2.3.1 Toon de metric scores (stack) #### E
sm <- stack_metrics(fobject) ranger_1
plot(sm)
Im

the ranger 2 model has the best cards

especially on the false positive rate (FPR = precision) 5 - . -

Acummulated parity loss metrics value
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Explain prediction models and Cy
detect bias with sensitive data

performance per modelperformance per metricbenchmark per metric
Performance and faimess plot Group metric plot Parity loss metric radar plot
labels ® gbm ® Im ranger 1 ® ranger 2
. Im . ranger_1 rangar_2
ACC
0.0 .
ranger_2 1.00 - " 1.00 1.45
gbm. ranger_te : ' 0.814 0.832 0.816
0.75 0.75 19
2 >
£ & 050 ' £ 0.50
g i 3 TPR
x | | @
B 6 model
E=]
g 0.25 0.25 o im
g | ,
= ® ranger_ 1
0.2 0.00 - 0.00
© ranger_2
e £S5 & 8 i o
2§ 2 E 8 & ¢ £ S o
im 5 5 8 £ 9 8 = g g
» [ @ Al @ = =
g 2 3 ¢ 2
0.815 0.820 0.825 0.830 s 3 3
accuracy 8 5 5
g g
m =
subgroups Madels sSTP PPV

Through a number of benchmarks this can be further substantiated
there is a slightly lower accuracy, but the model is fairer to premaster students
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Explain prediction models and
detect bias with sensitive data

pitfalls & conundrums
after balancing for 1 attribute, you must retest other attributes models must first
satisfy specific assumptions
what is a proper balance is sometimes a political choice
balance in practice may mean unequal treatment to achieve equal
outcomes
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