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Introduction to organised analysis on the GRID
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Recap from last meeting and a bit beyond…

Storing and processing the data produced by the LHC experiments can not be done 
at a single computing centre → need of distributed computing resources i.e. the 
computing GRID 

Data samples can be copied locally (e.g. what we do with dcache) but this is not 
practical (e.g. many data samples, many AOD versions, MC productions,…) 

The only way to systematically analyse entire data samples (e.g. AOD LHC15o) and 
produce papers 

Two ways of analysing data on the GRID 

Individual user analysis (covered last time) 

No need to commit the code (although strongly advised) 

Lots of time spent babysitting  

Organised user analysis (following slides) 

Your code needs to be committed in AliPhysics 

All the “boring” babysitting job is done automatically by the system 

Within a couple of days max you get the result of an entire sample
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Prerequisites 

GRID certificate 

Gone through the previous steps 

Usage of Stoomboot 

Individual GRID analysis 

Analysis code committed in AliPhysics 

Your code should have been tested locally that it runs and produces the wanted output 

Debugging on the GRID is not practical, try to avoid it!!!
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Mode of operation
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Do you already have 
code developed and 

committed in AliPhysics?

Yes
Has your code been tested 

successfully locally?

Yes
Use the train

Test your code on 
Stoomboot and on the 

grid in “test” mode 

Satisfied with the result?

Make changes and 
commit the code to 

AliPhysics

If you commit it before 
16:00 you will find it on 
the version deployed on 
every site the same day, 
otherwise you have to 
wait until the next day

Develop the code and test 
it on Stoomboot and on the 

grid in “test” mode 

Satisfied with the result?

No

No

Return to the previous step

Yes

Commit the code 
to AliPhysics

No

No

Yes
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Using the train
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Go to the lego trains tab
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Select the train you want (CF_PbPb)
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Add a new wagon
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Advanced settings: Copy from existing wagon
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Inspect the settings and modify if needed
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Inspect the datasets available and decide on one

11



Panos.Christakoglou@nikhef.nl

Enable the selected datasets
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Getting the output

Once the train is done, you get an automatic notification 

Go to MonALISA to retrieve the output directory 

Then get a token, enter aliensh and copy the output file from the GRID locally (use 
the knowledge from previous tutorials)
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Who runs this for you

Train operators of every PWG 

Normally 2-3 PhD students assigned to this task as part of their service task 

Remember this is not their primary activity  

For the CF group when your wagon is ready send a mail to alice-analysis-pwgcf-
train-operators@cern.ch 

Indicate who you are, that you enabled your wagons and that you selected the relevant 
datasets (it does not harm to add the names of the wagons and which data sets) 

Feel free to include me and Davide 

The trains run 3 times per week
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Good luck…
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“That’s it 
folks”


