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Post Doctoral Fellow at Queen’s University
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Agenda

● Introduction
● Key terms
● Existing Challenges
● Programming Languages
● Inter-Process Communication Technologies
● Security Mechanisms
● Deep Learning
● What are we missing?

7



Introduction
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Reducing energy consumption to 
combat Climate change
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Sustainable software development?
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Energy-efficient vs Run-time-efficient
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Energy (in Joules) 30 20

Time (in seconds) 10 20



Software Development Life Cycle for 
Energy-Efficiency: Techniques and Tools
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Survey Study: Context
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Survey Study: Research Challenges

RC1. Limited investigation on diverse programming languages.

RC2. Limited investigation on diverse remote Inter-Process 
Communication technologies.

RC3. Limited tooling support for finding which data structures 
are the most energy-efficient for specific case.

RC4. Selection of configurations and parameters (parallel and 
approximate programming).
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What are your Programming Language 
Energy-Delay Product Implications?
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Motivation
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Energy Delay Product
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Research Questions

RQ1: Which programming languages are the most 
EDP efficient and inefficient for particular tasks?

RQ2: Which type of programming languages are, on 
average, more EDP efficient and inefficient for each 
of our selected platforms?

RQ3: How much does the EDP of each programming 
language differ among the selected platforms?
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Programming Languages

• Monthly index rating based on languages 
popularity

• Data retrieved from 25 search engines 
using search query

• Programming Languages criteria:
1. At least, 5000 hits on Google
2. Turing complete
3. Wikipedia page
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Selected Programming Languages
Categories Programming Compilers & Interpreters

Languages Embedded Laptop Server
Compiled C 6.3.0 6.4.1 6.4.1

C++ 6.3.0 6.4.1 6.4.1

Go 1.4.3 1.7.6 1.7.6

Rust 1.20.0 1.18.0 1.21.0

Swift 3.1.1 3.0.2 3.0.2

Semi-Compiled C# 4.6.2 4.6.2 4.6.2

VB.NET 4.6.2 4.6.2 4.6.2

Java 1.8.0 1.8.0 1.8.0

Interpreted JavaScript 9.0.4 8.9.3 8.9.3

Perl 5.24.1 5.24.1 5.24.1

PHP 5.6.30 7.0.25 7.0.25

Python 2.7.23 2.7.13 2.7.13

R 3.3.3 3.4.2 3.4.2

Ruby 2.4.2 2.4.1 2.4.1
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Rosetta Code Repository
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Data Set
Categories Tasks
Arithmetic exponentiation-operator and numerical-integration
Compression huffman-coding and lzw-compression
Concurrent concurrency-computing and synchronous-concurrency
Data structures array-concatenation and json
File handling file-input-output
Recursion Factorial, ackermann-function and palindrome-detection
Regular Expression regular expression
Sorting algorithms selection, insertion, merge, bubble, and quick
String manipulation url-encoding/decoding
Object-Oriented inheritance single/multiple, class, and  call-an-object-method

Functional function-composition
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Experimental Platform
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Execution Process
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Questions

27

1. Drawback of using a hardware or software-based energy 
profiler?

2. Which factors can affect our experiment setup?
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RQ1. Which programming languages are the most EDP efficient 
and inefficient for particular tasks? 

Task categories Most 
efficient/inefficient 

Arithmetic C/R, VB.NET

Compression C/VB.NET, Java

Concurrent C/VB.NET, Perl

File Handling Rust/VB.NET

Regular 
Expressions

JavaScript/Java

Sorting Go/Swift, R

Functional C++/Swift, Perl
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RQ2. Which types of programming languages are, on average, more 
EDP efficient and inefficient for each of the selected platforms?

Rank Embedded Laptop Server
1 C C C

2 C++ Go Go

3 Go C++ C++

4 Rust JavaScript C#

5 JavaScript Rust JavaScript

6 C# C# Rust

7 VB.NET VB.NET VB.NET

8 PHP PHP PHP

9 Ruby Ruby Python

10 Python Swift Ruby

11 Perl Python Swift

12 Java Perl Perl

13 Swift Java Java

14 R R R 31



RQ3. How much does the EDP of each programming language differ 
among the selected platforms?

• Hypothesis H0: A programming language’s average EDP, does not have 
a statistically important difference between the measurement platforms. 

In some cases, there is a significant difference between the 
average EDP in embedded and laptop platforms.
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Takeaways
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Energy-Delay Investigation of Remote Inter 
Process Communication (IPC)Technologies
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Motivation
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Research Questions
RQ1. Which IPC technology implementation 
offers the most energy and run-time performance 
efficient results?

RQ2. What are the reasons that make certain 
IPC technologies more energy and run-time 
performance efficient?

RQ3. Is the energy consumption of the IPC 
technologies proportional to their run-time 
performance or resource usage?
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Subject Systems
Categories Programming 

Languages
Compiler and Interpreter Versions

ARM Processor Intel Processor

Compiled Go 1.9.4 1.9.4

Semi-Compiled Java 1.8.0 1.8.0

C# 4.8.0 4.8.0

Interpreted JavaScript 10.4.0 10.4.0

Python 2.7.14 2.7.14

PHP 7.2.12 7.2.12

Ruby 2.5.3p 2.5.3p
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Execution Process
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RQ1. Which IPC technology implementation offers the most energy 
and run-time performance-efficient results?

JavaScript and Go are the programming languages offering the most energy 
and run-time performance efficient library implementations for the Intel and ARM 
platforms. In addition, for almost all programming language implementations, we 
found that gRPC is the IPC technology having the most efficient results.

Intel’s Platform Measurements ARM’s Platform Measurements
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RQ2. What are the reasons that make certain IPC technologies more 
energy and run-time performance-efficient?

Our analysis shows the frugal opening, connecting, closing, accepting, and 
shutting down connections can impact the energy consumption and run-time 
performance of the IPC technologies. The usage of writev system call appears in 
the most efficient implementations.
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What are the system calls?
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RQ3. Is the energy consumption of the IPC technologies 
proportional to their run-time performance or resource 
usage?

We found that there is a positive moderate and very strong monotonic correlation 
between the energy consumption and run-time performance of the Intel and ARM 
platforms, respectively. Also, we found a weak and very weak monotonic 
relationship between our energy measurements and resource usage. Therefore, 
none of the collected resource usage measurements can be used to justify the 
energy consumption results in terms of IPC technologies.
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Takeaways
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Energy-Efficient Computing in a Secure 
Environment
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Motivation
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Research Questions
RQ1. What are the energy and run-time 
performance implications of the investigated 
security mechanisms on a computer 
system?

RQ2. Is the energy consumption of the 
examined security mechanisms proportional 
to their run-time performance?

RQ3. How do security mechanisms affect 
the energy consumption and the run-time 
performance of diverse applications and 
utilities?
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Subject Systems
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Scenarios
CPU Vulnerability Patches GCC Security Flags HTTP/HTTPS

Stock Stock HTTP

Meltdown Stack Protector HTTPS

Spectre FORTIFY_SOURCE

MDS PIC/PIE

AllOff RELRO

AllOff
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Data-set
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while (get_time() - start_t < TIME) {
  create_files();
}

for (int i = 0; i < 1000; i++) {
  create_files();
}



Results

1--3.3% 3.4--6.6%

6.7--9.9% 10% >
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Impact on Kernel operations
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RQ1. What are the energy and run-time performance implications of 
the investigated security mechanisms on a computer system?

CPU vulnerability patches can impact the energy and run-time performance real-word 
applications from 18% up to 45%, respectively. Similarly, GCC safeguards affect the energy 
and run-time performance of applications up to 10%. Similar results appear for the 
communications-related security mechanisms as well.
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RQ2. Is the energy consumption of the examined security 
mechanisms proportional to their run-time performance?

Our findings suggest that energy consumption and the run-time performance have a very 
strong monotonic correlation for the investigated benchmarks in the case of the CPU 
vulnerability patches and the GCC safeguards. 

CPU Vulnerability Patches Measurements GCC Security Flags Measurements
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RQ3. How do security mechanisms affect the energy consumption 
and the run-time performance of diverse applications and utilities?

Application types such as database systems, code compilation, compute-intensive, kernel 
operations, disk usage had the highest energy and run-time performance gains after disabling 
the CPU vulnerability patches. For the GCC safeguards, compute-intensive, databases 
systems, and file compression applications had the highest energy and run-time performance 
gains after disabling security flags.
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Takeaways
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Green AI: Do Deep Learning Frameworks 
Have Different Costs? 
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Questions

● What programming languages are TensorFlow and PyTorch 
written in?

● Which computer component makes the biggest difference when 
training Deep Learning models?

58



Why is this important?

● The energy spent to train a model can vary significantly between 
frameworks, but how much?

● Investigate the energy and run-time performance for training and 
inferencing Deep Learning algorithms build in popular ML 
frameworks and suggest which to use in specific cases.

● What tuning parameters can affect the energy and run-time 
performance of the selected models?
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Research Questions 
RQ1: Which is the most energy and run-time 
performance-efficient Deep Learning framework for the 
models examined?

RQ2: How much accuracy do energy and run-time 
performance efficient Deep Learning frameworks 
sacrifice for the models under examination?

RQ3: What are the most energy and run-time 
performance inefficient APIs of Deep Learning 
frameworks for the models under examination?
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Public Repository
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Tasks

62

Categories Models Datasets

Recommender 
Systems

NCF ML-20M

NLP
Transformer-XL WikiText-103

GNMT WMT16 EN-DE

Computer Vision

ResNet-50 Coco 2014

SSD Coco 2017

MaskRCNN Coco 2017



Tools
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Our platform
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More challenges ahead
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PrEngDL
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Training results
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Models CPU & RAM Energy p-value (A12) GPU Energy p-value (A12) Run-Time p-value (A12)

NCF TensorFlow < 0.001 (1) TensorFlow < 0.001 (1) TensorFlow < 0.001 (1)

Transformer-XL PyTorch < 0.001 (1) PyTorch < 0.001 (1) PyTorch < 0.001 (1)

GNMT PyTorch < 0.001 (1) PyTorch < 0.001 (1) PyTorch < 0.001 (1)

ResNet-50 TensorFlow < 0.001 (1) TensorFlow < 0.001 (1) TensorFlow < 0.001 (1)

SSD TensorFlow < 0.001 (1) TensorFlow < 0.001 (1) TensorFlow < 0.001 (1)

Mask-RCNN TensorFlow < 0.001 (1) TensorFlow < 0.001 (1) TensorFlow < 0.001 (1)

The     Recommender System, the      Natural Language Processing, and the     Computer Vision Category 



Inference results
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Models CPU & RAM Energy p-value (A12) GPU Energy p-value (A12) Run-Time p-value (A12)

NCF TensorFlow < 0.001 (1) TensorFlow < 0.001 (1) TensorFlow < 0.001 (1)

Transformer-XL PyTorch < 0.001 (1) PyTorch < 0.001 (1) PyTorch < 0.001 (1)

GNMT PyTorch < 0.001 (1) PyTorch < 0.001 (1) PyTorch < 0.001 (1)

ResNet-50 TensorFlow < 0.001 (1) TensorFlow < 0.001 (1) TensorFlow < 0.001 (1)

SSD PyTorch < 0.001 (1) PyTorch < 0.001 (1) PyTorch < 0.001 (1)

Mask-RCNN PyTorch < 0.001 (1) PyTorch < 0.001 (1) PyTorch < 0.001 (1)

The     Recommender System, the      Natural Language Processing, and the     Computer Vision Category 



Answer to RQ1

● TensorFlow performs better for training Recommender Systems 
and Computer Vision tasks.

● PyTorch outperforms TensorFlow for Natural Language 
Processing tasks.

● For model inference, TensorFlow is more efficient for 
Recommender Systems and ResNet-50.

● Overall, TensorFlow is more energy and run-time performance 
efficient for training models, while PyTorch for models inference.
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Answer to RQ2: The collected results suggest that better energy consumption 
and run-time performance—in most of the cases—yield better accuracy results as 
well. Overall, we find that TensorFlow has similar accuracy to PyTorch, under the 
configurations and parameter used in our study.

Accuracy Trade-Offs
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Identifying costly API calls – Spearman
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Tuples PyTorch TensorFlow

PKG Energy–Run-Time 0.25 0.88

RAM Energy–Run-Time 0.88 0.94

GPU Energy–Run-Time 0.42 0.60



Deep Learning Frameworks Profiling
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Symbols and their meanings

Complex calculations
Complex Implementation
Large data
Device dependency
Unknown
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PyTorch Inference
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Model Function Name Ncalls Run-Time Cost Type

Mask R-CNN

Torch.tensor 81,819 578 60.6%

Torch.nn.Conv2d 380,000 24 2.6%

Torch.Tensor.nonzero 400,000 17 1.8%

Torch.Tensor.float 1,505,005 16 1.7%

Torch.Tensor.to 105,312 16 1.7%

Torch.Tensor.type 9,735,395 14 1.5%



Takeaways
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1. Test small programs energy consumption before 
running large scale experiments.

2. Use profiling approaches on small experiments to
estimate resources to be used for large 
experiments afterwards.



What are we missing as a community?

● How to convince developers which programing language, 
module, or framework to choose in order to reduce energy 
consumption?

● How different components will affect the energy and the run-time 
performance of applications in the long term?

● An easy way to collect measurements.
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Thank you for your attention!!!
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Email: stefanos1316@gmail.com
GitHub: stefanos1316 



Backup slides
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