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ORGANISATION of the lecture

OPEN CONVERSATION
I prefer the conversational mode, as I find it 
more lively, engaging, and interesting for 
everyone.

So, if you have a question regarding the 
content I am talking about, or feel that you 
need more clarification, please interrupt me.
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BREAK MIDWAY



Hello!

I AM JUNE
I studied Agronomy, Bioinformatics and Software 
Engineering. This led me to bring together environmental 
sciences and software engineering in my research 
projects. I now aim to make (AI-based) software more 
(environmentally) sustainable.
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Roadmap: The W-journey 
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What is Approximate Computing (AxC)?1

5

?



WHAT is AxC?

Producing a less accurate result rather than 
the reference accurate result.
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WHAT is AxC?

Producing a less accurate result rather than 
the reference accurate result.
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What for?
Why doing AxC? What is the goal?
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WHAT for?

Approximate Computing is based on the 
principle of a trade-off between accuracy and 
performance (e.g., execution time, memory, or 
energy consumption).
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Why is it relevant?
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Why is it relevant?

Discrete World 
📈📊

Complexity 🤯😵 The Race for More 🏃
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When to apply AxC?
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“
Whenever the accuracy is not the priority. 
AxC is only relevant when considering the 
purpose of the execution.
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WHEN?

◦ Image, video, signal  processing
◦ Artificial Intelligence
◦ Telecommunications
◦ Mobile computing
◦ Etc
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WHEN?

Netflix/Youtube/Twitch

◦ According to bandwidth of the network 
connexion, the fps (frame per second) rate 
is adapted.
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WHEN?

Google Maps

◦ Approximation in localizing feature.
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WHEN?

◦ What about health applications?
◦ Self-driving cars?
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How to apply AxC?
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How? 
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Circuits

Algorithm

Data

Voltage

Loop perforation

memoization



AxC Techniques

Software Level

Hardware Level
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AxC for Software 
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AxC for Software 
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Algorithm-level AxC

Computation Replacement

Computation Skipping
● Fine-Grained
● Coarse-Grained 

25



Computation Skipping
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Applications:
● Search Space Enumeration
● Monte Carlo Simulation
● Iterative Refinement
● Data Structure Update



Loop perforation
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● Data-oriented applications
● Reduce loop complexity



Loop perforation
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rate= 1 rate= 1 - 1/n1 rate= 1/n2



Early termination / Loop truncation
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● Ending of computation before its end
● Convergent computation



Early termination / Loop truncation
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Y0 = C
For i=1, i<istop, i+=1;

Yi= f(Xi, Yi-1)



Others 

31

● Loop unrolling (+ interpolation) 
● Loop tiling (interpolation = copy nearby output)
● …



Task Skipping
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● Skip an entire task (block of code)
● E.g., Adaptation of processing load of hardware 

capabilities (best effort computing)



Computation Replacement

33

● Algorithm Selection
● Parameter Adjustment
● Memoization
● Neural Network Approximation
● Mathematical Function Approximation



Algorithm Selection
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There are several versions of the same processing 
task / code block, with different costs / accuracy. 

Adaptation according to context, runtime 
environment, etc.

def compute_2_plus_2():
Return 2+(1-1)+12-10

def compute_2_plus_2_simplified():
Return 2+2



Parameter Adjustment
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-> Hyperparameter tuning.
During the design of software, the application parameters are 
optimised. For each parameter, the best value for accuracy is 
selected.

Tuning those parameters to best match the performance goal.



Memoization
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Saving the results in a Look-Up Table. 

The computation will not have to be performed again. 
Just checking the result in the table.

Inputs Outputs

X1 Y1

.. ..

Xn Yn



Neural Network Approximation
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● Data-driven approach
● Replace a complex processing by a neural 

network
● Neural network have been studied a lot. Specific 

hardware to run them exist. Parallelism is possible.

● Requires a lot of data
● Resource-demanding

Training Dataset

Inputs Outputs

X1 Y1

.. ..

Xn Yn



Mathematical Function Approximation
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A.k.a ‘Model Order Reduction’

Y = f(X,θ)

Ŷ = f(X,θ)
^

● Needs a great deal of (numerical) expertise
● Time-consuming



What is the limit?
(How to define the sky?)
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WHAT is the limit?
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WHEN TO STOP?

● Validation Metric
● Validation Criterion
● Execution Purpose
● Domain experts

 Êi = Ŷi - Yi

 Êi < threshold



WHAT is the limit?
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WHAT is the limit?

Prediction of AI models :
◦ Precision = TP / (TP + FP)
◦ Recall =  TP / (TP + FN)
◦ F1 score = 2 * (Precision * Recall) / (Precision + 

Recall)
◦ Mean Squared Error
◦ …
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Case Study
Scientific Computing
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Case Study: Scientific Computing 

Scientific simulation software is 
elaborated by scientists to 
understand real-world phenomena. 
Such software is complex and long 
to execute. Hence, software is not 
interactive, and not usable to 
support the decision making of 
stakeholders impacting activities 
involved in climate change.
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Case Study: Context

45



Case Study: AxC
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◦ (Hydrogeological) simulation 
model = iterative computation 
over n days

◦ Inputs are recharge rates per 
day (i.e., quantities of water to 
enter the soil). => X

◦ Outputs are the level of the 
underground water. => Y

Y0 = C
For i=1, i<N+1, i+=1;

Yi= f(Xi, Yi-1)

? 



Case Study: AxC
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Y0 = C
For i=1, i<N+1, i+=1;

Yi= f(Xi, Yi-1)

Y0 = C
For i=1, i<N+1, i+=p;

Yi= f(Xi, Yi-1)

◦ Perforation of the processing



Case Study: AxC
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Y0 = C
For i=1, i<N+1, i+=1;

Yi= f(Xi, Yi-1)

Y0 = C
For i=1, i<N+1, i+=p;

Yi= f(Xi, Yi-1)
Yi-p+1,.., Yi-1 = Interpolate(Yi-p, 

Yi)

◦ Perforation of the processing

◦ Interpolation of results for the 
skipped iterations



Case Study: AxC
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Y0 = C
For i=1, i<N+1, i+=1;

Yi= f(Xi, Yi-1)

Y0 = C
For i=1, i<N+1, i+=p;

Yi= Aggregate(Yi-p+1, Yi)
Yi= f(Xi, Yi-1)
Yi-p+1,.., Yi-1 = Interpolate(Yi-p, Yi)

◦ Perforation of the processing

◦ Interpolation of results for the 
skipped iterations

◦ Aggregation of inputs



Case Study: AxC => Loop Aggregation
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Y0 = C
For i=1, i<N+1, i+=1;

Yi= f(Xi, Yi-1)

Y0 = C
For i=1, i<N+1, i+=p;

Yi= Aggregate(Yi-p+1, Yi)
Yi= f(Xi, Yi-1)
Yi-p+1,.., Yi-1 = Interpolate(Yi-p, 

Yi)

1. Aggregation of inputs

2. Perforation of the processing

3. Interpolation of results for the 
skipped iterations



Case Study: Aggregation
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Case Study: Validation Metric
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Case Study: Validation Metric (H<0.1m)
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Case Study: Results
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We apply AxC to speed up the simulation execution. We adapt the software (data & 
algorithm) by reducing the number of iterations of the simulation. The experimentation 
shows a median speed-up of 95.13%.



Case Study: Comments? Critical thinking?
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Case Study: Comments? Critical thinking?
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Replication of time measurements



What about Green Software?

57
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AxC for Green Software
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SOFTWARE is (H)EATING the world



AxC for Green Software
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PERFORMANCE = ENERGY EFFICIENCY

The goal is to make software greener by 
trading off accuracy for better energy 
efficiency.



AxC for Green Software
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Dynamic 
Power 
Management

Dynamic 
Voltage and 
Frequency 
Scaling



Case Study
Green AI
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Case Study: Green AI 

With the growing availability 
of large-scale datasets, and 
the popularization of 
affordable storage and 
computational capabilities, 
the energy consumed by AI 
is becoming a growing 
concern.
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Case Study: Green AI 
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Case Study: Green AI 
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We apply AC to investigate the potential impact of 
modifying datasets to improve the energy consumption 
of training AI models. Our results show evidence that 
energy consumption can be drastically reduced (up to 
92.16%).



Take-Away Messages

65

8



AxC in Brief

Trade-Off
Accuracy vs Performance

Context
Execution purpose

Diversity of 
applications
Different levels, various 
domains of applications.

Validation Metric
Involvement of domain experts. 
With respect to execution 
purpose.
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“ Good-Enough is great for sustainability!
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Thanks! Please, give me your feedback.

Well Done! You’ve reached the 
end of the lecture. :)
You can contact me at
J.Sallou@tudelft.nl
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